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Introduction

This thesis studies principles underlying individual behaviour, information processing,
and resource allocation. It focuses on foundational issues in behavioural economics, where
the concepts investigated in this thesis are introduced. Behavioural economics—which ex-
amines variations in individual behaviour, belief revision, and normative judgement—has
historically been characterized by a reduced-form approach (Spicgler, 2019). This ap-
proach explains empirical observations through reinterpretations of classical theoretical
constructs that intuitively capture relevant psychological mechanisms. In contrast, I
argue that more nuanced treatments are necessary, requiring the development of novel
theoretical tools rather than merely reinterpreting existing ones. As a result, I derive
distinctions within the behavioural phenomena under study that are difficult to discern
without explicit modelling.

The chapters appear in the chronological order of their conception. In Chapter 1, I
study individuals who universalise their behaviour—that is, they consider what would
happen if everyone behaved as they do, under different interpretations of this notion.
In Chapter 2, I examine criteria for the allocation of resources in society that are re-
sponsive to considerations of merit and individual responsibility. In Chapter 3, I explore
how individuals with preferences over their beliefs behave and interpret new information.
Common to all three chapters is the use of the axiomatic method. This approach is nat-
ural given the aims of the thesis. In the words of Debreu: “Allegiance to rigour dictates
the aziomatic form of the analysis where the theory, in the strict sense, is logically en-
tirely disconnected from its interpretations” (Debreu, 1959, p. x). Given the conceptual
complexity of the topics at hand, the axiomatic method ensures that the logical devel-
opment of the theory is not contaminated by its interpretations, leading to “a deeper
understanding of the problem” (Debreu, 1959, p. x).

In all three chapters, I first introduce a syntax that allows me to describe the objects
of interest. The principles under study represent particular instances of these objects. I
then specify properties that elements of the syntax must satisfy to be equivalent to the
object of interest. In particular, I characterise these objects as the unique elements sat-
isfying the relevant properties. This method is useful because it allows one to express a
theory of individual behaviour, belief revision, or resource allocation using a few logically
consistent conditions. These conditions serve a dual purpose: first, they can be norma-
tively evaluated—whether they are conditions one might wish to respect when acting,
processing information, or distributing goods. Second, they provide testable implica-
tions. If an individual’s observed behaviour violates these conditions, then the theory
is an inadequate description of that individual’s behaviour. Each chapter includes illus-
trative applications of the theory in canonical economic settings. I now turn to a brief

description of the chapters.



Chapter 1: A Foundation for Universalisation in Games. The first chapter studies in-
dividuals with preferences for universalisation—that is, they consider what would happen
if everyone were to act as they do. Universalisation has been shown to have evolutionary
foundations, to align with observed behaviour, and to lead to desirable allocations un-
der various normative frameworks. Existing models, such as Homo Moralis preferences
(Alger & Weibull, 2013) and Kantian equilibrium (Roemer, 2019), lack choice-theoretic
foundations, limiting their generalisability. To address this, I develop an axiomatic model
characterising preferences for universalisation. The main challenge is that universalisa-
tion is a non-consequentialist attitude, which is difficult to capture using standard choice-
theoretic tools. A key behavioural prediction of my model is that the independence axiom
holds only among actions that are universalised in equivalent ways. My framework uni-
fies previous models, introduces a broader class of universalisation preferences, and offers
guidance for empirical studies.

Chapter 2: Meritocracy as an End and as a Means. The second chapter studies the
concept of meritocracy, widely discussed both publicly and in the economics and philoso-
phy literature. An allocation is meritocratic if more meritorious individuals obtain more
rewarding outcomes. Each instance of meritocracy is characterised by two components:
a merit criterion, which determines what counts as meritorious behaviour, and a reward
criterion, which specifies which outcomes are more rewarding. By examining whether the
allocation choices of impartial spectators align with particular merit and reward criteria,
one can test the extent to which individuals adhere to different meritocratic principles.
I consider two motivations for supporting meritocracy: rewarding merit as intrinsically
fair—interpreting meritocracy as an end—and using meritocracy as an instrument to
achieve other goals, such as efficiency—thus treating it as a means. I show that these
two justifications are equivalent in terms of the rules they imply. Different assumptions
about the merit and reward criteria accommodate various instances of meritocracy. I
characterise and examine two meritocratic principles found in the literature: Pareto mer-
itocracy, in which merit derives from generating a Pareto improvement, and proportional
meritocracy, in which consumption increases proportionally with effort. I conclude by
distinguishing meritocracy from responsibility-sensitive egalitarianism, as in (Fleurbaey,
2008).

Chapter 5: Identifying Belief-dependent Preferences. The third chapter studies indi-
viduals whose well-being—their preferences over outcomes—is directly shaped by their
beliefs. Such belief-dependent preferences explain a range of behaviours that deviate
from expected utility theory. A growing body of evidence suggests that individuals se-
lectively avoid or distort information, consistent with a preference for holding particular
beliefs (Golman et al., 2017). When beliefs influence preferences over outcomes, belief
formation itself may be endogenously shaped by those preferences. This interdependence
complicates the task of inferring tastes and beliefs from choice data. The main con-
tribution of the chapter is to present a model of belief-dependent preferences combined

with non-Bayesian updating, and to provide choice data sufficient to test and identify the



model’s components. [ introduce a novel form of choice data, which generalises the notion
of a menu in the menu-choice literature, and introduce axioms over preferences on such
menus. To clarify the contrast with existing approaches, consider Brunnermeier & Parker
(2005), where individuals choose their beliefs, balancing belief-based utility with material
payoffs. While technically equivalent to standard models, this framework departs from
prior decision-theoretic foundations by assuming endogenous belief choice. As noted by
Eliaz & Spiegler (2006) and Spiegler (2019), this assumption complicates the interpreta-
tion and testability of the model. In contrast, my model uses standard tools from choice
theory to identify the behavioural implications of belief dependence and provides clear

conditions under which the theory can be falsified.
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Chapter 1

A Foundation for Universalisation in Games”

Abstract

I study the behaviour of individuals who have preferences for universalisa-
tion. When considering a course of action, they evaluate the consequence that
would occur if everyone else acted equivalently, according to some criterion of
equivalence. That is, they universalise their behaviour. I develop and axioma-
tise a model for individuals who value their choices in light of the consequences
they induce when their action is universalised. The key behavioural prediction
is that the independence axiom is satisfied only among actions that are uni-
versalised equivalently. I impose conditions to single out the most prominent
models of universalisation, compare them, highlight and arguably overcome
their limitations. I propose a unifying model of universalisation inspired by

the equal sacrifice principle.

1.1 Introduction

What would I get if everyone acted as I do? An individual who acts based on the answer to
this question exhibits universalisation reasoning. In group interactions, universalisation
reasoning prescribes that individuals consider what would happen if everyone chooses the
same action as them. Universalisation has been shown to have evolutionary foundations
(~\10(‘ & Weibull; 2013) and aligns with behaviour observed in experiments (Levine et
al., 2020; Miettinen et al., 2020; Van Leeuwen & Alger, 2024). Furthermore, it leads to
desn"able allocations under several normative criteria (Roemer, 2010).

Universalisation appears in the literature in various forms, with two prominent for-
mulations being Homo Moralis preferences (Alger & Weibull, 2013) and the Kantian

equilibrium concept (Roemer, 2019). Nevertheless, these models lack choice-theoretic

*I am indebted to Ingela Alger and Frangois Salanié for countless discussions, comments, and invalu-
able guidance throughout various stages of this project. I also thank, in random order, Karine Van
Der Straeten, Mostapha Diss, Alberto Grillo, Pau Juan Bartroli, Matteo Broso, Annalisa Costella,
Philippe De Donder, Giacomo Rubbini, Peter Hammond, Franz Dietrich, two anonymous referees and
participants at various workshops and conferences for helpful feedback. I acknowledge funding from the
European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation
programme (grant agreement No 789111 - ERC EvolvingEconomics).



foundations, complicating their unification and empirical testing. Without such founda-
tions, extending the models beyond symmetric settings becomes challenging. It is unclear
what “behaving in the same way” means in asymmetric contexts. Furthermore, the con-
ceptual relationship between universalisation and other pro-social preferences remains
unexplored. More worryingly, the models’ predictions depend on the labels assigned to
the primitive objects of choice, namely, actions in games. Universalisation prescribes
considering what happens when everyone chooses the same action, therefore, changing
the names of actions alters the predictions of these models. I show that developing
choice-theoretic foundations for universalisation allows resolution of these issues.

I develop a model and introduce axioms that characterise preferences for universal-
isation. This characterisation enables the unification of previous models, rationalises
existing empirical identification practices, and provides new testable predictions. I also
introduce a new class of preferences for universalisation that are applicable to asymmetric
settings. These preferences generalise the symmetric models, and their predictions are
independent of the labelling of actions in games.

The main difficulty in modelling universalisation is that it is a non-consequentialist
motivation. Preferences over actions do not depend on the material consequences these
induce. Therefore, it is not straightforward to identify preferences for universalisation

! Economics is often resistant to considering

from choices over material consequences.
non-consequentialist motivations (Fleurbacy, 2019). The classical models of Anscombe
& Aumann (1963) and Savage (1972) illustrate this resistance. In these models, individ-
uals rank mappings from uncertain states to consequences, usually referred to as “acts”.
Preferences for an act inducing a sure consequence are equivalent to preferences for that
consequence. [t is impossible to rank acts according to a criterion that does not depend on
their induced consequences without trivializing such a notion, for example, by including
the chosen act in the description of consequences. Thus, the question is whether univer-
salisation, as a form of non-consequentialism, can be reconciled with the consequentialist
approach of choice theory without resorting to ad hoc solutions.

I show that it is fruitful to study non-consequentialist decision criteria by taking a
ranking over actions in a game, not consequences, as the primitive. An example in Section
1.1.1 illustrates that behaviour consistent with preferences for universalisation in a game
cannot be rationalised by a preference ranking over material consequences. This moti-
vates the use of Luce & Raiffa (1957)’s model, where the object of choice is an element
of an action set. In a two-player game, an action induces an act, a mapping between
the opponent’s action and a consequence of the game. The novelty is that preferences
over actions are not equivalent to preferences over the induced acts. In particular, the
individual cares about the consequence that would obtain if his action is universalised.
For instance, in a symmetric game, the individual considers what would happen if his

opponent chooses the same action as he does. To capture more general criteria for univer-

LSen (1973) suggested that non-consequentialism poses a challenge for revealed preference theory.



salisation, I introduce a universalisation function that maps an individual’s action to an
opponent’s action, given a reference profile of actions. As an example, in Multiplicative
Kantian Equilibrium (Roemer, 2019), individual actions that deviate from the reference
profile by a specific proportion are universalised to opponent’s action that deviates by
the same proportion.

The main result, Theorem 1.1, provides a representation of preferences over mixed
actions. The representation is a convex combination of two components. The first is the
usual subjective expected utility. The second is the expected utility over the distribution
of consequences obtained if the action is universalised. Therefore, preferences are a gen-
eralisation of subjective expected utility. The theorem allows to identify preferences over
sure consequences up to the usual affine transformations and beliefs uniquely. The key
deviation from expected utility is a violation of the independence axiom. In particular,
independence holds only among actions that are universalised equivalently. Such viola-
tion of independence also constitutes a novel behavioural prediction. A direct test of a
specific model of universalisation requires observing a violation of independence among
actions that are universalised equivalently.

Because the theorem is silent on the shape of preferences over sure consequences, it
reveals that universalisation and pro-social preferences are distinct assumptions; it is pos-
sible for an individual to exhibit both, consistent with empirical evidence (Van Leeuwen
& Alger, 2024). Moreover, the theorem implies that welfare analysis for individuals with
preferences for universalisation cannot use material consequences as a currency, contrary
to the standard practice in Kantian Equilibrium models (Roemer, 2019). An individ-
ual with consequentialist preferences can always be compensated with material payoft,
such as money, to refrain from taking a specific action. This is not true for individuals
with preferences for universalisation, as they desire to induce a specific consequence as
a result of their action being universalised. Non-consequentialist individuals thus suffer
when they cannot choose the action they prefer, regardless of any material compensation.
I thus argue that welfare criteria for non-consequentialist preferences may encompass a
form of freedom of choice.”

By specifying the universalisation function, I provide a choice-theoretic foundation
for Homo Moralis preferences for universalisation a la Alger & Weibull (2013) and the
various definitions of Kantian Equilibrium by Roemer (2019), both of which constitute
a generalisation of the model by Laffont (1975). I comment on the difference between
my foundation for Kantian Equilibrium and that of Roemer. He suggests that his model
does not assume preferences that deviate from selfish material satisfaction, but rather a
different “optimisation protocol”. I argue that his model’s properties can be preserved by
abandoning the distinction between the optimisation protocol and preferences, resulting
in a more parsimonious framework in line with classical choice theory.

I develop a novel concept of universalisation inspired by the equal sacrifice principle

2See, for example, Fleurbacy (2008, Ch. 10).



(Mill, 1885; Young, 1988). Consider an individual with any given aim. Given a profile of
actions in a game, the individual evaluates a deviation by considering the consequence
that would occur if their opponents also deviated to induce an equivalent difference in aim
satisfaction, that is, an equal sacrifice. I show that this form of universalisation is equiv-
alent to that of Homo Moralis and Kantian Equilibrium in symmetric games. Moreover,
its predictions do not depend on the labelling of actions, nor does its definition require
the veil of ignorance construct used to define Homo Moralis in asymmetric contexts.

The paper is organized as follows: In Section 1.2, I introduce the primitives of the
model and the axioms. The main theorem is presented in Section 1.3. In Section 1.4, I
show how assumptions on the universalisation function allow me to derive various models
of universalisation. Equal sacrifice universalisation is introduced in Section 1.5. Section
1.6 concludes the paper. A literature review and illustrative example follow.

Related literature. In this paper, I study a decision problem as modelled in Luce &
Raiffa (1957). The analysis builds on results by Battigalli et al. (2017), who study Luce
& Raiffa decision problems and connect them to the approach in Anscombe & Aumann
(1963).

The model here is reminiscent of context-dependent preferences by Gilboa & Schmei-
dler (2003). They study collections of individuals’ preferences, one for each possible belief,
over their actions and an uncertain state. As in this paper, the state is interpreted as
opponents’ choices. They also start from a primitive ranking over individuals’ actions and
obtain an expected utility representation in games. However, I here study a subjective
beliefs setting, where these are derived from behaviour.

The intuition that non-consequentialist individuals do not care about an act because of
its consequences has been highlighted by Chen & Schonger (2022), who develop a choice-
theoretic model to guide an experiment testing for the presence of non-consequentialist
preferences. They argue that, to identify non-consequentialism from choice, individuals
must face the possibility that their actions will not be implemented or observed by the
experimenter. Their model has a different interpretation compared to mine. In their
experiment, subjects knew that there was a chance that their action would not have been
implemented, whereas here there is no such possibility.

The model in this paper allows me to distinguish universalisation from the related
concept of magical thinking, studied from a choice-theoretic perspective by Daley &
Sadowski (2017). An individual exhibits magical thinking if he expects the probability
the opponent selects a specific action to increase if he chooses that action. They provide
axioms on behaviour in symmetric games that characterize magical thinking. I show that
magical thinking and universalisation are different from a choice-theoretic perspective.
An individual with preferences for universalisation does not believe he affects opponents’
choice.

In this paper, I provide a choice-theoretic foundation for various models of univer-
salisation. The two main alternatives are Homo Moralis preferences by Alger & Weibull
(2013, 2016); Alger et al. (2020) and Kantian Equilibrium by Roemer (2010, 2015, 2019).

8



In two-player games, Homo Moralis maximises a convex combination of his payoff and
the payoff he would obtain if his opponent behaved as he does. The authors show that,
among the set of continuous preferences, Homo Moralis is the only one that is evolution-
ary stable for all the game protocols their model covers, when interactions take place
under incomplete information, and there is assortativity in the process. The result is
generalised to multiplayer games and structured populations by Alger & Weibull (2016)
and Alger et al. (2020). Roemer (2019) introduces a new solution concept, Kantian Equi-
librium. He argues that, if individuals are Kantian rather than Nash optimisers, when
considering deviating from an action profile they assume other players will deviate in an
equivalent manner, where “equivalent” is defined in various ways. Alger & Weibull derive
novel preferences from evolutionary analysis and Roemer changes the equilibrium con-
cept, when compared with selfish/Nash individuals. I comment on the relation between
these two models in the body of the paper.

This paper relates to studies of universalisation and other non-consequentialist mo-
tivations in various settings. Some of these study moral attitudes or their relation with
pro-social preferences, as Dewatripont & Tirole (2024), Ellingsen & Mohlin (2024), Fleur-
baey et al. (2023) and Laslier (2022). Others are applications in economic environments,
including bargaining (Dizarlar & Karagozoglu, 2023; Juan-Bartroli & Karagozoglu, 2024),
contract theory (Sarkisian, 2017, 2021a,b), public goods (Brekke et al., 2003), social norms
(Juan-Bartroli, 2024), taxation (Sobrado, 2022), vaccination (De Donder et al., 2025) and
voting (Alger & Laslier, 2022; Dierks et al., 2024; Grillo, 2022). Finally, there is interest
in choice-theoretic models of individual moral attitudes. For example, Ponthiere (2024a),
Ponthiere (2024h) and Shi (2024) study, respectively, Epictetianism, Stoicism and pref-

erence for a social minimum consumption level.

1.1.1 Illustrative Example

I briefly illustrate the contribution of this paper through an example. I show that pref-
erences for universalisation cannot be rationalised by a preference ranking over material
consequences, and that predictions of previous models depends on the labeling. I then
discuss the solution I propose and how it relates to the existing literature.

Two individuals play the following game. They can go left (¢), middle (m) or right

(r). The numbers in the table are monetary rewards.



W Y2 12
po| Y2 Y

l m r
¢ 11,1 0,0 0,0
m|0,0 0,0 1,1
r 10,0 1,1 0,0

Table 1.1: Preference reversal.

Assume the row player has beliefs 1 in Table 1.1 and thus conjectures his opponent
will play ¢ or m, each with probability % By choosing a mixed action, the row player can
induce any distribution over consequences that mixes between (0,0) for sure and (1, 1)
or (0,0) with equal probability. If the row player has preferences for universalisation, he
will choose ¢, since it is the action that, if implemented by everyone in this game, max-
imises his monetary payoff. From a revealed preference perspective, it is inferred that he
prefers the lottery 3(1,1) +3(0,0) to the sure consequence (0,0). Now, consider a second
scenario where the same individual has beliefs p' in Table 1.1, according to which his
opponent plays m or r with probability % The feasible set of lotteries over consequences
is the same as before. Actions m and r induce the midpoint between (0,0) and (1,1)
whereas ¢ induces the sure consequence (0,0). The row player still chooses ¢, as it is
again the action that maximises his payoff if implemented by everyone. When (0, 0) was
available, he revealed to prefer (1,1) + £(0,0). Nevertheless, he exhibits a preference
reversal in the second scenario, thus violating the weak axiom of revealed preference.
There is no complete and transitive preference relation on lotteries consistent with this
choice pattern. This impossibility does not occur for consequentialist preferences defined
on distributions of material consequences, such as selfishness, altruism, inequity aver-
sion, or maximin. Therefore, functional forms for preferences for universalisation in the
literature represent orderings over objects that are different from distributions over ma-
terial consequences. This implies that preferences over material consequences should not
be the relevant measure for welfare analysis of an individual exhibiting universalisation
reasoning, contrary to what Roemer (2019) proposes.

This example also shows that the predictions of models of universalisation depend on
the labelling of actions. To avoid the preference reversal, it would suffice to swap the
labels of one individual’s actions, changing m to r and vice versa. Indeed, Roemer (2019)
discusses in multiple instances how to change the label of actions to define and employ
universalisation. In Section 1.5, I present a novel definition of universalisation, relying

on the general theory, that is equivalent under any redescription of actions.
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1.2 Model

In this section, I introduce the primitives of the model and the axioms I consider. For
any set Y, I denote with A(Y") the set of finite probability distributions over Y.

Primitives. I focus on two-player games, defined as follows.

Definition 1.1. A two-player game is a list G = ({1,2}, (A, Zi)icqr2), X, p), featur-

ing:’

e a finite set of actions A; for each player i;
e a common set of consequences X;
e a consequence function p: A; x A_; — X;

e player i’s preferences over mized actions =;, for each player i.

~ol)

Each pair of pure actions (a;,a—;) induces a consequences r = p,, ., where = €
X. Any mixed action a; € A(A4;) induces an Anscombe & Aumann act denoted with
Pa; s A_i = A(X) leading to consequence x under opponent’s action a_; with probability
Paia_;(®) = a;({a; € Ai | pa;a, = x}). Each pair of mixed actions (a;, ;) induce a

distribution over consequence, i.e., the constant act p,, ., € A(X). I say that a mixed

!
—1

action o; induces a constant act if pa,a_,(7) = pa,« ,(z) for each pair a_;,a’; and =.
I assume there exist mixed actions that, under various opponent’s actions, can induce
every possible distribution of consequences. A sufficient condition for this to hold is that
for each consequence x there exists an action a; such that p,, , , = x for each opponent’s
action a_;. I need such richness assumption to identify preferences, as usual in decision
theory. However, in examples of games in this paper, usually only a subset of A; of
feasible actions is available.”

I now introduce a primitive instrumental to capture universalisation reasoning. The
idea of universalisation is that, when individual 7 is evaluating mixed action «;, he consid-
ers the distribution over consequences that would occur if his opponent plays equivalently,
under some notion of equivalence. As an example, when the game is symmetric and the
action set is the same for both players, he might consider the distribution of consequences
induced when his opponent also plays «;. Fix a reference mixed action profile (o, a*,).
A universalisation function Tax o+ )1 A(A;) = A(A-;), maps individual 7’s mixed action
to an opponent’s mixed action, given a reference profile. For each mixed action «;, the
corresponding —i universalised action is To o [oy].

Consider two pure actions inducing the same act. If the individual is consequentialist,

he should be indifferent between these two actions, as they induce the same consequences

3The textbook by Bonanno (2018) discusses games whose primitives are ordinal preferences.
4See Dekel & Siniscalchi (2015, p. 631) and references therein for a discussion on elicitation of preferences

from bets in games.
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under each opponent’s action. Under consequentialism, it would be without loss of gen-
erality to study a game in which two actions inducing the same act are identified as
the same action. However, preferences for universalisation are not consequentialist, they
cannot be reduced to preferences over acts. Therefore, I impose a different notion of
equivalence between actions.

I refer to two actions a; and a; as realisation equivalent if

(Paﬂﬂai,:ra;,ai i[ai]) = (pa;,pa;,Tajya*_ i[a;}) :

Namely, two actions are realisation equivalent when they induce the same act and the
same distribution over consequences when they are universalised. Consider an individual
who cares only about the act he induces and the constant act induced under universalisa-
tion reasoning. Then, he would be indifferent between two realisation equivalent actions.
A game is reduced if realisation equivalent actions are the same action.

I study preferences over mixed actions 7-; of a generic individual ¢. I introduce axioms

on -; that characterise the following functional representation.

Definition 1.2. A ranking 7Z; is a Universalisation Preference (UP) with respect to

~o?

the universalisation function Tyx o if 1t is represented by

Uai) = (1= ,) > ai(a)pilai)ui(paga ;)

ai,a—g

+ R Z ai(ai) Ty ar o] (a—i)ui(pa,a_,),

a0

(1.1)

for some utility function u;: X — R and belief u; € A(A_;).

A UP is a linear combination of two components. The first component, weighted
by 1 — k, is a standard subjective expected utility. The individual computes the prob-
ability the action profile (a;,a_;) realises, which depends on his mixed action «; and
his belief over opponent’s actions p_;. Then, he evaluates the consequence p,,, , ob-
tained according to the utility u;. The second component, weighted by &, is the result
of universalisation reasoning. Instead of evaluating the probability an opponent’s action
realises according to the belief p;, the individual considers the opponent’s mixed action
that results from universalising his action via the universalisation function Tozar - As an
example, when the game is symmetric, and then A; = A_;, one can define the identity
universalisation function as 7, o, [a;] = a; for each «;, regardless of the reference profile.
I show in Section 1.4 that the identity universalisation function singles out Homo Moralis

preferences from Equation (1.1).

Axioms. [ now introduce the axioms that characterise UP. I start with standard axioms

allowing me to obtain a utility representation of preferences over mixed actions.

Axiom 1.1. (Weak order) Preferences 7-; are a continuous weak order.

12



Axiom 1.2. (Non-triviality) There exist oy, o such that o; = o.

I now proceed with axioms that characterise preferences for universalisation. First,
the individual only satisfies independence among actions that are universalised equiva-
lently. The intuition is as follows. If the individual was a consequentialist, he would
satisfy independence, which would result in the standard independence condition among
acts. However, the individual is also interested in the distribution of consequences in-
duced when his action is universalised. A mixture of two actions induce a mixture in
their corresponding universalised action. Therefore, when mixing, the distribution over
consequences induced by the action and its universalised counterpart is not guaranteed
to change linearly. Linearity is guaranteed only if the two actions are universalised equiv-
alently.

Axiom 1.3. (Universalisation Independence) If

Ta?»@’ii [al] - Ta;‘,a’:i [Oé;] = Toz* a’, [O/'/]a
then, for all X € (0,1),

azia = da;+ (1 —N)a 7 A+ (1= Na.

ZNZ (]

The next axiom states that, when two actions induce the same act, then their ranking
depends on the distribution of consequences they induce when universalised. It restricts
attention to preferences over actions that not only depend on the induced act, but also

on the distribution of consequences induced by the universalised action.

Axiom 1.4. (Universalisation evaluation) If p., = p.:, then

Q; ,>\—,z O[; Zf and 0”@ Zf pai,Ta»f’a* ew] iz P T o [a} .

Lastly, I assume the individual satisfies independence among actions inducing constant
acts. The reason is the following. A constant act induces the same distribution of
consequences regardless of the opponent’s action. Therefore, regardless of how the action
is universalised, the opponent is not able to affect the distribution of consequences. There

is therefore no reason to violate independence when considering constant acts.

Axiom 1.5. (Lotteries independence) If o, o/, and o induce constant acts, then for
all \ € (0,1),

aziar = A+ (1= Mo 7 Al + (1= N

ZNZ [

As an alternative, one could dispense from Lotteries independence and assume that
all actions inducing constant acts are universalised equivalently. Then, Universalisation
Independence would imply Lotteries independence. The next section studies the impli-

cation of imposing these axioms on preferences over mixed actions.
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1.3 Functional Representation

The main result of this paper shows that the axioms in the previous section are necessary

and sufficient to characterise UP.”

Theorem 1.1. A ranking 7=; satisfies Weak order, Non-triviality, Universalisation In-
dependence, Universalisation evaluation and Lotteries independence in a reduced game if
and only if it is a UP. Moreover, the utility function u; is unique up to posiltive affine

transformations and beliefs p; are unique.

Theorem 1.1 states that choices of mixed actions satisfying the axioms are consistent
with the following utility function: when choosing the mixed action «;, the individual
evaluates the probability that each opponent’s action a_; realises according to his subjec-
tive belief p;. However, he also considers the distribution of consequences induced by his
mixed action «; and the universalised action according to the universalisation function
Tz ar - The two components are aggregated linearly.

I do not derive the form of wu;, the individual may have any preferences over con-
sequences. This fact clarifies the difference between my exercise and, as an example,
that of Rohde (2010). Rohde (2010) establishes conditions on a ranking over collective
monetary rewards that characterise inequity aversion. In the language of the present
paper, she studies the shape of u;. The axioms here imply nothing about such shape.
The representation allows the individual, as an example, to both exhibit preferences for
universalisation and, say, inequity aversion, as captured by w;. Then, in a game, the
individual would choose the action that, if universalised, satisfies his inequity averse pref-
erence. Theorem 1.1 thus clarifies that pro-social and non-consequentialist preferences
are not exclusive. On the contrary, these two can coexist.

Lastly, Theorem 1.1 allows marking the difference between universalisation and magi-
cal thinking. An individual exhibiting magical thinking believes he affects the opponent’s
probability to choose an action by choosing it himself. An individual with preferences
for universalisation, instead, develops standard subjective beliefs about opponents’ ac-
tions, and his behaviour does not affect them. Since beliefs are standard, their updating
should be consistent with Bayes rule in dynamic settings. The first component of the
utility function, representing preferences over the induced act, is standard, and therefore
results on Bayesian updating holds.” In the next section, I study different forms of the

universalisation function corresponding to particular preferences in the literature.

1.4 Preferences for Universalisation

In this section, I study conditions on the universalisation function under which UP pref-

erences are equivalent to various notions of universalisation in games. I start with Simple

5All proofs are in Appendix A.2.
6See e.g. Epstein & Schneider (2003); Ghirardato (2002).
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Kantian Equilibrium by Roemer (2019), to later proceed with Homo Moralis by Alger &
Weibull (2013) and conclude with Multiplicative Kantian Equilibrium by Roemer (2019).
I supplement results with discussions on the interpretation of these concepts and the

relation between them.

1.4.1 Homo Kantiensis and Simple Kantian equilibrium

In this section, I restrict attention to games with common action sets, where A; = A, = A.

Simple Kantian Equilibrium is defined as follows.

Definition 1.3. An action profile (a, ) constitutes a Simple Kantian Equilibrium

(SKE) of a game with common action sets if, for all players i and actions o/

Z afa;)a(a—i)ui(paa_.) = Z o' (a;)a’ (a-i)ui(Paga_,)-
Qg,a—4 ag,a—4
A symmetric mixed action profile constitutes a SKE if it induces the best distribution
over consequences over all symmetric mixed action profiles. I show that a SKE can be
interpreted as a Nash Equilibrium in a game between two players with Homo Kantiensis

preferences.

Definition 1.4. A ranking 7-; is « Homo Kantiensis (HK) preference if it is repre-
sented by

Ui(a) = Y ala)a(a-)ui(paa ), (1.2)

aj,a—;

for some utility function u;: X — R.

When evaluating any mixed action «, a HK, first introduced in Laffont (1975), only
considers the distribution over consequences induced when his opponent chooses « as
well. A HK is a particular case of a UP preference. If x = 1 and Tys o+ [a] = « for
each «, then Equation (1.1) reduces to Equation (1.2). In other words, a HK satisfies

the axioms in Theorem 1.1 with respect to the identity universalisation function.

Proposition 1.1. An action profile (o, o) constitutes a SKE in a game with common

action sets if and only if it constitutes a Nash FEquilibrium between two HK.

Proposition 1.1 thus establishes that SKFE is a Nash Equilibrium in a game between
two players with preferences over mixed actions satisfying the axioms in Theorem 1.1 with
respect to the identity universalisation function. The result allows me to compare the
foundation I offer for SKE with that of Roemer (2019). He argues that, contrary to other

models in economics, he does not assume exotic preferences, but classical self-regarding

P44

attitudes.” What he varies, instead, is individuals’ “optimisation protocol”, as he refers

"See, among many others, Roemer (2019, p. 69).
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to it. He contrasts Nash optimisation with Kantian optimisation. Nash optimisation,
he maintains, relies on the counterfactual “what would happen were I to change my
action alone?””. Instead, Kantian optimisation induces the counterfactual “what would
happen were I and all others to deviate equally?” This argument is echoed in the papers
employing various declinations of Kantian Equilibrium.®

In the following, I argue that, although appealing, such reasoning cannot be backed
up by classical choice theory. I do not take any stance on this point. It is legitimate to
employ concepts that diverge from standard theory. Nevertheless, this incompatibility
is particularly relevant here, as Roemer relies on his distinction between preferences and
optimisation protocol to derive welfare statements.

Roemer’s description of the Nash counterfactual refers to the logic employed to check
whether an action profile constitutes a Nash Equilibrium. Nevertheless, this is only
vaguely related to the foundation of the concept.” Outside contexts of long repeated in-
teractions and adaptive dynamics, an action in a Nash Equilibrium profile is played by an

individual holding correct conjectures about opponents’ behaviour.'

However, players
cannot perform the Nash counterfactual exercise, because they do not know what oppo-
nents will do, and are unable to evaluate the gain obtained from a unilateral deviation.
An individual in a game selects the action that he considers the best one according to his
beliefs about what his opponents will do. In turn, the definition of “best” is, in economics,
his preference. In choice theory, observed behaviour is interpreted as revealing a pref-
erence for an object compared with others available, actions in this case. Optimisation
is a mathematical technique employed to compute what the maximal element is given a
primitive ranking over the objects of choice, it is not a feature of the individual or of an
equilibrium concept. There is no empirical observation able to tell that two individuals
have the same preferences but different optimisation protocols. If they choose differently
in the same problem, by definition they have different preferences.

I show with Proposition 1.1 that there is no need to rely on informal arguments
regarding how individuals optimise. Behaviour consistent with SKE can be interpreted
as Nash Equilibrium behaviour in a game between two HK. Therefore, Roemer is correct
in arguing that assuming individuals behave according to SKF is different from saying
that they are pro-social. Nevertheless, this does not mean that they optimise differently.

The critique above has implications for welfare analysis. Roemer’s argument according
to which, in SKFE, individuals have selfish preferences over material consequences but the
optimisation protocol is different from Nash, generates confusion. As I showed in the
motivating example, it is possible that an individual who plays according to SKFE does
not have a complete and transitive preference, and hence a utility representation, over
material consequences. I believe the closest reformulation of Roemer’s point is that one

can have preferences for universalisation even if the utility index in Theorem 1.1 for

8See the papers in the literature review in Section 1.1.
9Battigalli et al. (2023) offer a thorough discussion on the interpretation of Nash Equilibrium.
0See Perea (2012) or Dekel & Siniscalchi (2015) and references therein.
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material consequences u; is the same as that for consequences induced by universalised
actions, as in UP preferences in Equation (1.1). Nevertheless, this equivalence does not
imply the individual would be indifferent between receiving a monetary amount and acting
to induce it as a consequence of universalisation reasoning. Great care must be devoted
to make welfare statements for non-consequentialist preferences over actions. Given that
universalisation is a preference over actions, one interesting avenue is to consider that
welfare should be evaluated in terms of the freedom the individual has in choosing an
action he prefers.'!

Proposition 1.1 also offers a novel rationale for using mixed actions. Under expected
utility, there is always a pure action in the set of best replies to probabilistic conjectures
regarding opponents’ behaviour. The Nash equilibrium mixed action of player ¢ can be
interpreted as strategic uncertainty from player —:’s perspective. Nevertheless, a HK who
plays a mixed action in a SKE profile has no interest in being difficult to be predicted
by his opponents. In his best reply set, there may be no pure actions. A rationale for

employing mixed actions is therefore the adherence to a non-consequentialist attitude.

1.4.2 Homo Moralis

In this section, I exploit the representation in Theorem 1.1 to derive Homo Moralis
preferences as a special case of Equation (1.1). I again restrict attention to games with

common action sets, to define Homo Moralis preferences as follows.

Definition 1.5. A ranking 7=; is a« Homo Moralis (HM) preference if it is represented
by

U(@) = (1= k) > alai)pi(a—i)ui(pa.a_.)

aq,a—j

+ K Z a(ai)a(a,i)ui(pai,a%)?

ai,a—;

(1.3)

for some utility function u;: X — R and belief u; € A(A_;).

A Homo Moralis maximises a convex combination between subjective expected utility
and expected payoff when both individuals play his action. Contrary to SKE, HM is a
preference, not a property of action profiles. A HM with kK = 1is a HK and his preferences
are represented by Equation (1.2). A HM is a UP where the universalisation function is
the identity, as in HK. If Ty: o [a] = a for each a, then Equation (1.1) coincides with
Equation (1.3).

A HM is not only interested in the consequence obtained when his action is univer-
salised, but trades off consequentialist and non-consequentialist motives. Since HM is

partially strategic, he also cares about his opponent’s action and thus his beliefs matter.

U aslier et al. (1998) offer a review of approaches on how to conceptualise freedom in economics.
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However, contrary to magical thinking, a HM exhibits standard beliefs that do not de-
pend on his action. Such distinction rationalises current experimental practices relying
on identifying beliefs of individuals with preferences for universalisation (Van Lecuwen &
Alger, 2024). Moreover, my analysis offers a new behavioural prediction to test for the
presence of HM, and therefore also of HK: they both violate independence between mixed
actions that are not universalised equivalently, according to the identity universalisation
function.

Both SKE and HM are well-defined only in games with common action sets. Alger
& Weibull (2013) suggest a way to employ HM preferences in asymmetric games. They
propose to consider an incomplete information expansion of the basic game where play-
ers are not aware of their role, reminiscent of the veil of ignorance of Harsanyi (1955)
and Rawls (1971). Such incomplete information game is a symmetric interaction where
a strategy is a map between role and action. Universalisation can then be defined as
strategies are common across players. The authors refer to this preference as Ez-ante
Homo Moralis. Another definition of universalisation in asymmetric games is Multiplica-
tive Kantian Equilibrium by Roemer (2019). In the next section, I discuss Multiplicative

Kantian Equilibrium, postponing observations on Ez-ante HM to Section 1.5.

1.4.3 Multiplicative Kantian equilibrium

In this section, I discuss the relationship between Multiplicative Kantian Equilibrium and
UP.'* The solution concept is defined in games where the action space has a linear struc-
ture. It is employed when players can choose a number from the real line. For simplicity,
[ follow the recommendation in Roemer (2019, p. 42) and consider the mixed extension
of two-player two-actions games, though developing a generalisation of Multiplicative
Kantian Equilibrium to multiple actions games is not trivial.

I remove the restriction to games with common action sets and assume players only
have two pure actions available. For each «; and r > 0, I denote with r - a;; an operation
that affects «; by the multiplicative factor » and 1 — «; by the complementary weight to

obtain a probability distribution on pure actions, that is

rog
reo= ———————
ra; + (1 — ay)
Definition 1.6. An action profile (o, a_;) constitutes a Multiplicative Kantian Equi-

librium (MKE) of a game if, for all players i and real numbers r > 0

Y ailadai(a-i)ui(paga) = Y - cilag)r - asi(a)uy(paa).

@i, a—j aq,a—4

A mixed action profile constitutes a MKE if it induces the best distribution over

consequences when compared with all mixed action profiles that can be obtained by

12 An equivalent analysis delivers similar results for Additive Kantian Equilibrium (Roemer, 2019).
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multiplying both actions by r.'* The notion is well defined as I am restricting attention
to two actions. A multiplicative deviation is equivalent to moving weight from one action
to the other.

Paralleling the analysis for SKE, I show that MKFE can be interpreted as a Nash
Equilibrium in a game between two individuals with Multiplicative Homo Kantiensis

preferences, defined as follows.

Definition 1.7. A ranking 7; is a Multiplicative Homo Kantiensis (MHK) prefer-

ence relative to the profile (o, a_;) if it is represented by

Ui(r - ay) = Z r-o(a)r - ai(asi)ui(pa;a_s), (1.4)

ai,a—j

for some utility function u;: X — R.

The difference between MHK and HK is how actions are universalised, as illustrated
in Figure 1.1. A HK only conceives both players choosing the same action. In two-player
symmetric games with two actions, these profiles correspond to the diagonal of the square
representing mixed actions. Instead, MHK considers actions as multiplicative deviations
from a specific profile. Universalised actions lie on the line connecting the origin and the
reference profile, i.e., all the pairs in which the ratio between the two actions is preserved.
A profile (ay, a_;) constitutes a MKEFE if it is the preferred one for both players compared
with any other on the line joining the origin and (ay, a_;). If (a;, ;) lays on the 45°
line, the two universalisation criteria are identical. In the next section, I discuss a novel
version under which the universalisation criterion is endogenous and depends on the game
at hand.
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Figure 1.1: Universalised action profiles of Simple and Multiplicative Kantian Equilibria.

13 According to this definition, (0,0) is always a MKE if it is available.
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A MHK is a particular case of UP in which the actions are universalised through a
multiplicative logic. If K =1 and T, o ,[r - ;] = r - a_; for each r, then Equation (1.1)

reduces to Equation (1.4).

Proposition 1.2. An action profile (o, a_;) constitutes a MKE in a game if and only

if it constitutes a Nash Equilibrium between two MHK relative to the profile (c;, a_;).

Proposition 1.2 has an interpretation on the lines of its parallel result for SKFE. It
establishes that MKF is a Nash Equilibrium in a game between two players with pref-
erences over mixed actions satisfying the axioms in Theorem 1.1 with respect to the
multiplicative universalisation function. Contrary to SKFE, MKE can be defined when
action sets are not common and allows individuals to choose heterogeneous actions, as
Ez-ante HM does. In the next section, I develop a new concept that takes a different

route to define universalisation in games with general action sets.

1.5 Equal Sacrifice Universalisation

In this section, I elaborate on the concept of universalisation and present a new notion,
inspired by the equal sacrifice principle (Mill; 1885; Young, 1988). The model I propose
has several features: its definition does not depend on the label of actions; it can be
defined in asymmetric games; in symmetric games it is equivalent to HM.

Universalisation requires the definition of two objects. First, it must be transparent
what “doing the same thing” is. Second, it must be equally clear what “deviating in
the same manner” means. For these two concepts to be defined, a common currency
must exist for the adjective “same” to have meaning. Previous ideas employed the label
of actions in games and a notion of distance between them when the action space is
structured. Such an approach, I argue, is partially lacking. In most economic models,
the label of actions bears no conceptual relevance and might be misleading to use it as
the main ingredient of a model of universalisation. In fact, in many applications where
MKE gives intuitive results, the action labels have clear conceptual significance, as they
represent effort, contribution to a public good, or use of a common resource.

I propose to use the relevant consequence of the game as a currency. In game theory,
this is usually players’ utility, but it can be any other index of well-being. Then “doing
the same thing” and “deviating in the same manner” are interpreted as “inducing the same
utility” and “inducing the same difference in utility”. The following example illustrates the
idea. Consider two individuals playing the prisoners’ dilemma. Numbers are Bernoulli

utilities for consequences.
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Table 1.2: Prisoners’ dilemma.

Row player 1 attains his highest Bernoulli utility in (3,0), induced by the profile
(a},ay). Tdefine of as a mixed action which, compared to @}, given as, induces a reduction
in expected Bernoulli utility by s, i.e., 3 — [2a] + 3(1 — af)] = s. The profile leading to
the highest Bernoulli utility for column player 2 is instead (a1, aj). As for player 2, his
mixed actions a3 induces the difference 3 — [2a + 3(1 — )] = s. Assume that player
1, when picking any action «j, considers a scenario where 2 chooses a;. He envisions
the consequence that would obtain if his opponent chooses the action that, if considered
a unilateral deviation from (ai,aj), generates the same difference in Bernoulli utility.
In this game, af = a3 = s for all s. Whenever they deviate from the action profile
that yields their preferred material outcome, both players consider a scenario in which
their opponents also deviate by choosing the same action. Therefore, the universalisation
is identical to the one of HK and HM in this example. The actions that lead to the
highest Bernoulli utility under this universalisation reasoning are a; for 1 and as for 2,
i.e., af = aj =1, the same optimal actions of HK under proper re-labelling of actions.

Evaluating differences from the maximum attainable payoff is reminiscent of the equal
sacrifice principle of Mill (1885) in the context of taxation. Hence, I dub this concept
equal sacrifice universalisation (ESU). An individual with ESU preferences first identifies
the profile of actions inducing his preferred consequence. Second, he evaluates each action
considering the induced difference in payoff compared with the optimal action computed
previously. Third, he individuates the collection of opponents’ deviations that, compared
with their maximal action profiles in the material dimension, lead to obtain the same
absolute difference.

To ease the exposition, I here focus on equal absolute sacrifice (Young, 1988). In
Appendix A.1, I consider general equal sacrifice rules. The results and arguments in this
section hold for any equal sacrifice rule. Under Weak order, Non-triviality and Lotter-
ies independence, preferences over actions inducing constant acts satisfy the standard
Anscombe & Aumann conditions. These axioms guarantee the existence of two distribu-
tions over consequence 7,7 € A(X) such that 7 2Z; v 2Z; v for all 4. Then, one could

define a distribution over consequences inducing sacrifice s as'*

14The weight A, depends on the normalisation of utility. As an example, if

ZV(I)W@) =5 and Zl(x)ui(l’) =0,
then Ay = 1—3Z. In fact, by linearity » _ v*(z)u;(z) = A\sS, and I would like that »_ ~v*(z)u;(z) = S—s,
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v = A9+ (1 — )\s)z.

Then, define aj,a”; as any two actions such that par .. =7, and af as any action

such that p,s or . = 7°. Actions o] leading to absolute sacrifice s by definition satisfy

Y oati(ai)d pora (@ui@) =Y ati(@)D  paa(@uilz) =5 (15)

x xT

Neither (a7, o* ;) nor any o are guaranteed to be unique. For the sake of the following

definition, I assume they are.'”

Definition 1.8. A ranking 7—; is an Equal Sacrifice Universalisation preference if it

~ot

18 represented by

Ui(a) = (1= r) Y af(ai)mi(a—i)ui(pasa )

ai,a—j

+r > af(a)e’ (i) ui(pa,a_,),

ai,a—j

(1.6)

for some utility function u;: X — R and belief u; € A(A_;).

When choosing «;, the individual evaluates the scenario where his opponent deviates
from the action in the profile leading to the highest Bernoulli utility to induce the same
sacrifice. ESU is a UP in which T,x o+ [of] = a2, for all s, so that Equations (1.1) and
(1.6) coincide.

The key difference between ESU and previous concepts is that universalisation rea-
soning depends on the game at hand. I illustrate this point in the battle of the sexes.

Numbers are again Bernoulli utilities for consequences.

1\2‘ as  ah 1\2‘ a d 1\2‘ a d
a | 2,1 0,0 a |21 0,0 a |00 21
aiy 10,0 1,2 a 0,0 1,2 a |1,2 0,0

Table 1.3: Asymmetry. Table 1.4: Same Actions.  Table 1.5: Symmetry.

Consider the game in Table 1.3 on the left and assume throughout that x = 0 for
simplicity. The table represents a standard battle of the sexes, in which player 1 would
like to coordinate in the top-left corner, while player 2 would like to coordinate on the

bottom-right corner. The greatest achievable payoff of both players is 2, in (a1, a2) and

so that

s
A9 =5—5 = A;g=1——.
S=85—-s g

5 Therefore, I am implicitly considering a restriction of preferences or games.
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(a},al). The action «f of player 1 inducing a sacrifice of s solves 2 — 2§ = s and hence
2—s

ai = 5*. The equivalent for player 2 is 2 — (2 — 2a5) = s which implies a5 = 5 =1 —af.
The optimum for ESU is reached at s = % with of = a3 = % which, if picked by both
players, leads to a common expected payoff of %

This simple example allows me to discuss important differences between ESU and
previous concepts. First, even if we were to relabel the actions (ag,aj) to (a,a’) for
employing SKF, as in the table in the middle, one would not exist anyway. The optimal
action is not common, as it is a for 1 and o’ for 2. Nevertheless, I argue that the
problem here is not existence. It is possible to define universalisation from an individual
perspective and obtain the profile composed by subjectively optimal actions (a, a’). This
is indeed what would happen assuming both players are HK. The issue is that it is
meaningless to define “the same thing” as “the same action” in this scenario. The re-
labelling of actions from Table 1.3 to 1.4 is arbitrary as any other, it is not surprising
that it does not lead to intuitive results.

As a solution, Roemer (2019, p. 26) suggests to relabel the game as in Table 1.5 on
the right, to make it symmetric. Now actions are interpreted as “do the favourite thing”
and “do the least favourite thing”. The SKE of this reformulation of the game is (3, 1),
i.e., the optimal actions of ESU. Not only the optimal profile coincides, but also the set
of profiles considered in the universalisation evaluation is identical. The re-labelling of
actions from the first to the third table amounts to changing any mixed action o3 to
1 — «f, which leads to ay = @} and a) = a; and switching columns. This is exactly the
ESU universalisation reasoning.

Now consider the difference between FSU and Fz-Ante HM. Ex-Ante HM is defined in
an incomplete information expansion of the game in which players do not know whether
they will be the row player or the column player. When x = 1, it prescribes players
to choose the strategy, in this case mapping between identity and action, that ex-ante,
before identities are revealed, maximises expected utility over material consequences. The
optimal strategies according to such criterion are (ay,as) and (a},a’)). Contrary to what
is implemented if both players exhibit ESU, these two profiles are Pareto-Efficient. It is
already known that Fz-Ante HM is related to utilitarian altruism (Laslier, 2022). Hence,
it is possible that ESU delivers an inefficient allocation in terms of material payoff. By
contrast, Ez-ante HM is always efficient, but is indifferent to inequality.

The following result establishes that optimal actions under ESU are always optimal
actions under HK in symmetric games and therefore the first is a generalisation of the
second. The result holds for any equal sacrifice rule, not only absolute sacrifice, as shown

in the proof in Appendix A.2.

Proposition 1.3. Assume the game is symmetric. Then, if an action is optimal under
ESU with k = 1, it is also optimal under HK.

The result may be interpreted as a conceptual robustness check. In games where “same

action” has meaning, because of symmetry, ESU delivers the intuitive universalisation
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evaluation of previous concepts. In asymmetric games, the universalisation evaluation
depends on the equal sacrifice conception of the individual.

I conclude by addressing possible critiques to ESU. First, it relies on interpersonal
comparisons of utility, and thus is less parsimonious compared with previous concepts.
I acknowledge the issue, but I argue that universalisation always relies on some form of
interpersonal comparison and hence the problem is not idiosyncratic to ESU. Ex-ante HM
also relies on the same informational requirement, as it employs the veil of ignorance con-
struct, and thus relies on the same interpersonal comparisons of Harsanyi’s utilitarianism.
As for the various forms of Kantian Equilibrium, these rely on interpersonal comparisons
of actions, as argued by Sher (2020), as actions need to have a cardinal interpretation
common to all players. Some form of interpersonal comparisons is therefore needed also
in previous conceptions.

The issue is deeper. It is not that universalisation needs some form of interpersonal
comparison outside symmetric environments. It always does, but under symmetry, both
concepts of “same action” and “same utility” have meaning, so comparisons of actions and
utility are easy to deal with. Universalisation becomes problematic without symmetry not
because of labels, but because of heterogeneity among players. The implicit suggestion of
FEx-ante HM is to solve such heterogeneity by aggregating preferences in the utilitarian
fashion. MKE, instead, suggests to give actions a cardinal meaning. ESU offers a third
way. 10

A second issue is that ESU might lead to corner solutions. The problem is related
to the previous one. It is possible that utility indexes across players have different scales
and range and this makes it hard for equal sacrifice of utility to be feasible. A partial
solution is to perform a proper rescaling of utility.'” When this is not enough, constrained

versions of equal sacrifice, developed by Stovall (2020), can be employed.

1.6 Conclusion

I developed and axiomatically characterised a model to account for non-consequentialist
preferences for universalisation. The main behavioural prediction is that independence
is satisfied only among actions that are universalised equivalently. I showed that the
general model unifies the two most prominent models of universalisation, namely Homo
Moralis and Kantian Equilibrium. Lastly, inspired by the equal sacrifice principle, I pro-
posed a novel concept of universalisation that does not rely on the labelling of actions,
is equivalent to the previous models under symmetry, and can be defined in asymmetric
games. | showed how the results shed light on the conceptual underpinnings of univer-

salisation, guide empirical work, and inform the evaluation of welfare statements. In the

Incidentally, ESU is reminiscent of Kalai & Smorodinsky (1975) bargaining solution.
Ynterpersonal comparisons of utility are widely discussed in social choice theory. Binmore (1994, Ch.

4) and Sen (2017, Ch. 7) offer critical overviews of approaches to perform this exercise.
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last paragraphs, I discuss two points regarding the methodology and implications of this
paper.

I am not the first to propose changing the set of consequences to account for apparent
paradoxes. Baccelli & Mongin (2022), among others, have criticised this practice, as a
redescription of the problem might solve technical but not conceptual issues. They argue
that it is more reasonable to capture non-material determinants of utility in the evaluation
of consequences, without affecting their definition. In this paper, I adhere to this principle.
I do not need to alter the set of consequences by including other features in the game. The
key is to introduce a link between actions and consequences without changing these two
primitives. As my introductory example shows, universalisation cannot be rationalised
without assuming that the individual cares about something unrelated to the material
consequences of the game. An expansion of the consequence domain is necessary. A
second possibility is to include the chosen action in the description of the consequence.
It would then be easy to formalise a trade-off between selecting the preferred action and
maximising material payoff. This has been done in empirical work on moral preferences,
notably by Cappelen et al. (2007). By contrast, my universalisation theory does not
rely on assuming that an action is optimal but explains why, i.e., because it induces the
preferred universalised consequence.

The final point concerns the nature of preferences for universalisation. I have denoted
these as non-consequentialist, and the literature refers to them as moral. Nevertheless,
I show that universalisation satisfies consequentialism under an appropriate redefinition
of consequences which consider what is induced by the universalised action. What, then,
is the difference between universalisation and consequentialist pro-social attitudes? John
Broome argues, in Bradley & Fleurbaey (2021, p. 120), that “a very specific version of
consequentialism is a view I call distribution (it is often called welfarism), which is the
view that the goodness of an act is determined by the goodness of the distribution of well-
being that results from it”. Universalisation is, strictly speaking, not a welfarist attitude,

as the optimal action is unrelated to the distribution of well-being it induces.
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Chapter 2

Meritocracy as an End and as a Means”

Abstract

I introduce a framework for studying different interpretations of meri-
tocracy and testing whether individuals adhere to them. Each meritocracy
has two components: a merit criterion, determining when one individual is
more meritorious than another, and a reward criterion for each individual,
determining when one outcome is more rewarding than another for that indi-
vidual. An allocation is meritocratic if more meritorious individuals are more
rewarded. I distinguish between two conceptions of meritocracy. Meritoc-
racy as an end holds it intrinsically valuable that individuals are rewarded
according to their merit. Meritocracy as a means views rewarding merit as
instrumental in achieving desirable outcomes according to other standards,
such as efficiency. I show that these two conceptions are equivalent: each
instance of meritocracy as a means can be associated with a corresponding
meritocracy as an end. Finally, I examine two specific meritocracies present
in the literature. Pareto meritocracy defines an action as more meritorious
if it leads to a Pareto improvement in welfare, whereas proportional meritoc-
racy requires that an individual’s consumption be proportional to the amount
of labour he provides. By observing whether allocation choices of impartial
spectators align with specific merit criteria, one can test whether spectators

adhere to these meritocracies.

2.1 Introduction

Meritocracy has recently attracted considerable attention in economics and political phi-
losophy (Markovits, 2019; Mulligan, 2018; Sandel, 2020; Tirole, 2022). However, as Sen

(2000, p. 5) observes, “the idea of meritocracy may have many virtues, but clarity is not

*I thank, in random order, Esteban Munoz-Sobrado, Jim Schummer, Lony Bessagnet, Annalisa Costella,
Ingela Alger, Moritz Loewenfeld, Péter Bayer, Pau Juan-Bartroli, Frangois Salanié, workshop partici-
pants at TSE and GPI and conference participants at Frontiers of Economics and Philosophy 2024 in
Paris, Formal Ethics 2024 in Greiswald and the XXV World Congress of Philosophy in Rome for helpful
discussions and comments. I acknowledge funding from the European Research Council (ERC) under
the European Union’s Horizon 2020 research and innovation programme (grant agreement No 789111 -
ERC EvolvingEconomics).
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one of them.” This paper attempts to bring some clarity. 1 introduce a framework that
allows me to explicitly distinguish between multiple interpretations of meritocracy across
different literatures and clarify their relationships. To showcase the use of the framework,
I characterise, through assumptions on primitive elements, a particular form of meritoc-
racy referenced in behavioural and experimental economics: proportional meritocracy,
according to which an individual’s consumption should be proportional to his provided
labour.

The setting is as follows. Individuals have preferences over a set of outcomes. A social
choice function maps each preference profile to an outcome. A social choice function is
meritocratic if it assigns more rewarding outcomes to more meritorious individuals. To
express this condition, I consider two criteria: first, the conditions under which an indi-
vidual or an action is deemed more meritorious; and second, when an outcome qualifies
as more rewarding. Accordingly, the framework relies on two fundamental primitives:
the merit criterion and the reward criterion. The merit criterion is a binary rela-
tion over preferences determining when a preference is more meritorious than another.
By interpreting preferences as representations of individual choices, the merit criterion
identifies who is more meritorious based on their behavioural attitudes. For example,
one might be deemed more meritorious if he requires less consumption as compensation
for performing more productive work or if he is more prosocial. The reward criterion for
an individual is a binary relation over outcomes determining when an outcome is more
rewarding than another for that individual. For instance, an individual may consider an
outcome more rewarding if it is preferred to another, it entails more consumption, or it
confers public recognition, such as the award of a medal.

I refer to the notion of meritocracy represented by a meritocratic social choice function
as meritocracy as an end. One might desire a social choice function to be meritocratic
per se, independently of any other properties it has. That is, it may be considered
intrinsically valuable that an individual is more rewarded if he is more meritorious. This
view aligns with desert-based theories of justice in the philosophical literature: “It is a
good thing, morally speaking, if people are getting what they deserve” (Kagan, 2014, p.
5).

I also consider a second notion, meritocracy as a means, in which meritocracy is a
tool to achieve outcomes desirable according to other criteria. For example, meritocracy
as a means could be employed to induce efficient outcomes: “the creed of meritocracy:
the belief that in the rat race of life rewards should go to the best performers, thereby
unleashing society’s full potential” (Morgan et al.; 2022, p. 1). To represent meritocracy as
a means, I introduce mechanisms, which consist of a collection of action sets, one for each
individual, and an outcome function, mapping each action profile to an outcome. Within
a mechanism, a merit criterion is a binary relation over action profiles, determining when
an individual’s action, given the actions of others, is considered more meritorious. The
reward criterion for an individual remains a binary relation over outcomes determining

when an outcome is more rewarding than another for that individual. A mechanism
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is meritocratic if, for each individual, more meritorious actions lead to more rewarding
outcomes under the respective criteria.

I derive three results. The first result, Proposition 2.1, details the relationship be-
tween meritocracy as an end and meritocracy as a means. I characterise the conditions
under which a mechanism implements a meritocratic social choice function. This re-
quires that the mechanism is meritocratic relative to an action-based merit criterion that
agrees with the merit criterion over preferences, where agreement means that more mer-
itorious preferences induce more meritorious actions in the mechanism. Therefore, each
conception of meritocracy as a means has a meritocracy as an end counterpart. This
characterization yields two main implications. First, if one commits to a merit criterion
over preferences, the merit criterion over actions of a mechanism is meaningless by itself,
as its interpretation relies on the mechanism’s outcome function. Common merit criteria
in the literature and public discourse are binary relations of the type “exerting more effort
is more meritorious”. However, the result indicates that such criteria are meaningless un-
less explicitly linked to an outcome function clarifying the implications of effort. Second,
if one commits to a merit criterion over actions, independent of the outcome function,
he must also accept that such ranking is independent from the outcome the meritocratic
mechanism induces. However, this viewpoint is in contrast with meritocracy as a means,
as the outcome of the mechanism is thus irrelevant. In a nutshell, one is forced to aban-
don the idea of meritocracy as a means to stick to a merit criterion over actions as a
primitive object.

I showcase the use of the framework and the equivalence between meritocracy as an
end and as a means by analysing assumptions on merit and reward criteria that lead
to two distinct forms of meritocracy. I start by studying a conception of meritocracy
in which an individual’s action is more meritorious than another if it leads to a Pareto
improvement. The second result, Proposition 2.2, shows that such merit criterion, if not
complemented with other assumptions, is vacuous, in the sense that it ranks as more
meritorious preferences ranking Pareto improvement higer than Pareto worsening, but
nothing more. Since such Pareto ordering is weak, I proceed to study assumptions on the
merit criterion leading to a stronger ordering of preferences.

The third and main result of this paper, Proposition 2.3, is a characterisation of a
widely referenced version of meritocracy within a more structured environment, a private
goods economy. Individuals provide a labour input to produce a consumption output.
They have preferences over pairs of labour and consumption allocations. Several settings
in which meritocracy is explored in the literature are particular cases of such economy. I
characterise a proportional meritocracy, where each individual’s consumption is pro-
portional to his labour input. Proportional meritocracy is characterised by two conditions
on the merit criterion and one on the reward criterion. First, the merit criterion is mono-
tonic in the labour input, if one works more, he is more meritorious. Second, the merit
criterion is scale-invariant, if the labour input of everyone is multiplied by a constant,

the ordering of labour input profiles according to the merit criterion does not change.
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Third, the reward criterion is welfarist, the reward for merit is individual welfare. I then
show that the merit criteria over preferences agreeing with the merit criteria of actions
in a proportional meritocracy ranks preferences according to the marginal rate of substi-
tution between labour and consumption. I suggest that such criterion over preferences is
more fundamental than one over the labour input, as it can be formulated independently
from any specific mechanism. The characterisation of proportional meritocracy can guide
empirical studies. Observing allocation choices of an impartial spectator, one could test
whether individuals adhere to proportional meritocracy by checking whether they abide
by the requirements on the merit criterion.! I further discuss how the present paper paves
the way for further empirical evidence on meritocracy in Section 2.4.1. A brief literature
review follows.

Related Literature. This paper contributes to the literature on responsibility-sensitive
social choice theory, surveyed by Fleurbaey (2008) and Roemer & Trannoy (2016). The
literature develops allocation criteria that are sensitive to factors for which individuals
are held responsible, with meritocracy being an instance.” Equality of opportunity is
the main focus of this literature. An allocation rule satisfies equality of opportunity if
it neutralises the effects of circumstances beyond individuals’ control on their outcomes.
One example is allowing students access to education regardless of their parents’ income.
A key element of this literature is the distinction between compensation for unequal cir-
cumstances and reward for choices under control of the individual. A relevant insight
is that a compensation criterion for unequal circumstances does not specify a rewarding
rule for free actions, these two are distinct concepts. In general, fair compensation is log-
ically independent from fair reward (Moulin, 2004). Both theoretical and empirical work
studying meritocracy often neglect such distinction. Compensation for unequal circum-
stances is frequently considered a necessary condition for meritocracy, but if the latter is
interpreted as a reward criterion for choices, there are no links between the two concepts.
This results in meritocracy being conflated with equality of opportunity. In this paper,
I propose to view meritocracy as an allocation rule that depends on a merit criterion,
regardless of individuals’ unequal circumstances. Characterising meritocracy separately
from equality of opportunity allows for studying the scope of their intersection. Section
2.5 further discussed the relationship between meritocracy and equality of opportunity.

The need for a framework to explicitly discuss meritocracy is revealed by the different
meanings different authors give to the same word. I briefly review the theoretical and
experimental literature on meritocracy to showcase the lack of common language and
conceptual overlap with equal opportunity. I also discuss the relation between past lit-
erature and the present work in the body of the text. P. Moisson & Tirole (2024) study
co-optation into an organisation. Candidates have a quality and a personal trait, such
as race, gender, or taste. A higher quality trait benefits all members of the organisa-

tion. A specific personal trait benefits members with the same trait. The organisation

1Gee e.g. Cappelen et al. (2024).
2Carroll (2025) discusses the distinction between responsibility-sensitive criteria and standard welfarism.
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is meritocratic if it selects candidates based on quality traits. Therefore, in this paper,
meritocracy is rewarding a trait benefiting more individuals. I study a general version
of such assumption in Section 2.4.1. The only distinction between the two traits is the
preferences individuals have for them. The underlying idea is that only quality should
matter because it is the trait that impacts the firm’s output, but equality of opportunity
is necessary for individuals with the same productivity not to be discriminated against
due to their personal traits. However, such distinction between the two traits is outside
the model, as candidates do not choose them, and there is no reason to distinguish them
except for employers’ preferences.

In Morgan et al. (2022), individuals exert effort in a contest and are rewarded ac-
cording to a ranking of their performance. There is no meritocracy when the ranking is
random, while there is full meritocracy when the ranking precisely reflects the amount
of effort exerted. Individuals exert effort to win the contest and obtain a prize. The
paper focuses on the relationship between the precision of the ranking and the effort ex-
erted. Interpreting meritocracy as a more or less precise ranking of effort is common, but
the reason effort should be rewarded and to which extent is not addressed. Interpreting
meritocracy as the precision of effort-based rankings effectively collapses the concept into
that of equal opportunity, as randomness can be interpreted as a circumstance outside the
individual’s control. P.-H. Moisson (2024) adheres to a similar definition: in his paper,
meritocracy is the relative weight given to effort, ability, and unequal circumstances in
determining outcomes.

Similar understandings of meritocracy are also present in the experimental literature.
In Cappelen et al. (2023) and related work by the same authors, subjects in an experiment
are divided into workers and spectators.” Workers must complete a real effort task, and
spectators have to distribute an amount of money among two workers. The experimental
variation is the degree to which the outcome of the effort task is due to the workers’
effort or randomness introduced by the experimenter. The idea in Cappelen et al. (2023)
is thus similar to Morgan et al. (2022). Meritocracy is defined as rewarding workers
increasingly in their effort. Andre (2025) studies how circumstances of which individuals
are not in control of shape how meritorious others consider them. One individual has
to reward others after observing their choices. He shows that rewards are insensitive
to unequal circumstances which shape choices. Both Andre (2025) and Cappelen et al.
(2024) more or less explicitly refer to proportional meritocracy, which I discuss in Section
2.4.2. Moreover, they find empirical evidence that individuals adhere to such a particular
form of meritocracy.

This brief review shows that papers mentioning meritocracy interpret it as a criterion
for rewarding effort under equal opportunity, adapted to different settings. Surprisingly,
in these papers there is often no reference to the relevant literature in social choice theory

on the topic. I will further discuss differences between previous papers and this one in

3Cappelen et al. (2024, 2020, 2022).
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the body of the text.
Lastly, this paper draws from the philosophical literature studying desert-based the-
ories of justice, according to which the allocation of goods in society should reflect indi-

viduals’ deservingness.”

2.2  Framework

Let I be a finite set of individuals. Each individual i has preferences 7—,€ R; over a set X
of outcomes. I introduce two primitives that allow me to define a meritocratic social choice
function. First, a binary relation M over the set of preferences, determining whether a
preference is more meritorious than another, the merit criterion. For each individual ¢,
preference 7Z; over outcomes is more meritorious than =} if 77; M 7Z;. The relation M over
preferences is common to all individuals.” Second, a collection of binary relations R; over
outcomes, one for each individual i, determining whether an outcome is more rewarding
to individual ¢ than another, the reward criterion. An outcome x is more rewarding
to individual ¢ than 2" if xR;2’. In general, the reward criterion neither coincides with
preferences nor needs to be identical across individuals. Allowing heterogeneous reward
criteria lets one tailor the outcome to any relevant differences among individuals. As an
example, one might want to reward individuals according to their preferences.
Individuals play a game induced by a mechanism p = ((A;)ier, 9), i-€., a collection of
action sets, one for each individual 7, and an outcome function g: A — X mapping each
action profile to an outcome. To define a meritocratic mechanism, I introduce a merit
criterion over action profiles of the mechanism. Consider a collection of binary relations
A;, one for each individual ¢, such that, fixing a profile of actions a_; of individuals other
than ¢, action a; of individual ¢ is more meritorious than a} if (a;,a_;)A;(a},a_;). The
binary relation A; is distinct from M, as the first ranks action profiles in a mechanism,
while the second ranks preferences. I discuss a notion of agreement between the two merit

criteria in Section 2.3.

Example 2.1. (Private Goods Economy) Several papers studying meritocracy (An-
dre, 2025; Cappelen et al., 2024, 2023, 2022; Fleurbaey, 2008) consider particular instances
of an economy with two private goods. The production of y units of consumption requires
¢(y) units of labour, where the cost function c¢ is strictly increasing. Each individual ¢
has preferences 77; over his labour and consumption allocation represented by the utility
function u;(¢;, y;), which is strictly decreasing in labour ¢;, strictly increasing in consump-

tion y; and differentiable in both its arguments. An allocation (¢, y) is feasible if the total

4See Arneson (2007); Kagan (2014); Mulligan (2023) for recent developments relevant to the current
paper.

5In principle, one could consider an individual dependent merit criterion. Assuming M is common is
equivalent to assuming that only information captured in preferences is relevant, and therefore two
individuals with the same preferences should be considered equivalently by M. As a byproduct, M

allows to make interpersonal merit comparisons.
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labour input suffices to produce the total consumption ), ¢; > ¢(3>_. y;). A social choice
function maps each preference profile to a feasible allocation.” Individuals play the game
induced by a mechanism in which their action is the amount of labour they provide ¢;,
and the outcome function maps each labour supply profile to a consumption allocation.

Denote the marginal rate of substitution between labour and consumption for indi-
vidual 7 in each point by MRSy, (¢;,y;), measuring how many units of consumption the
individual needs to be compensated for one additional unit of labour. A possible merit
criterion states that a preference is more meritorious if, for each level of labour and con-
sumption, it requires less consumption as compensation for one more unit of labour, a

version of stakhanovism, that is

i Mz <= MRS (£;,5:) < MRSy (4;,y;) for each (£;, ;) .

Alternatively, one might consider a merit criterion over actions in the mechanism,

according to which a labour supply is more meritorious if it is higher, that is

(gi, E,l)Al(gi, E,l) <~ gl > g; for each gfi .

One plausible reward criterion holds that an individual is more rewarded if he receives
a preferred allocation, and therefore that R; coincides with —; for each individual i. Or
R; might just mean more consumption. I explore the implications of these merit and

reward criteria in Section 2.4.2. [ |

I now discuss the two notions of meritocracy as an end and as a means, starting with
the former. A social choice function f: R — X assigns an outcome to each profile of

individual preferences. A meritocratic social choice function is defined as follows.

Definition 2.1. A social choice function f is meritocratic if, for each individual i, for
all preferences 7=;, 7=t and for each preference profile 7 _;,

~olr ~ut

i M= f(Zi o) Rif (T i) -

7

A social choice function is meritocratic if it rewards more, according to the reward
criterion, more meritorious preferences, according to the merit criterion. Therefore, dif-
ferent notions of meritocracy correspond to different pairs of criteria. In the words of Sen
(2000): “the notion of merit is fundamentally derivative, and thus cannot but be qualified
and contingent.” Strictly speaking, one should say “meritocratic with respect to these
merit and reward criteria’, but I avoid the qualification when no confusion should arise.
Arguably, such modelling choice is convenient as it allows one to trace the underlying
sources of disagreement about meritocracy. As an example, some criticise meritocracy

because it does not take into account unequal circumstances outside individuals’ control.

6More structure would allow me to consider different productivities. Say that ¢; = b;e; measures unit of

effective labour, where b; is productivity. Then preferences are on pairs of (¢i/b;,v;) = (ei, yi)-
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I argue that such a critique could be phrased as disagreement about what the merit
criterion M should trace. One might want it to be independent of features individuals
cannot control. Definition 2.1 represents meritocracy as an end. One might desire
the social choice function to be meritocratic regardless of other properties it has: “a just
distribution is merit-based” (Mulligan, 2023, p. 2).

This notion of meritocracy as an end aligns with desert-based theories of justice as
studied in Kagan (2014). The difference is that, in the present setting, I only consider
qualitative notions of merit and reward. Kagan (2014) instead assumes that these two
are measurable quantities, and is therefore able to describe how far an allocation is from
being meritocratic. Definition 2.1 is instead either satisfied or not. In Section 2.4.2, where
I introduce proportional meritocracy, I show how assumptions on the merit criterion allow
me to derive a quantitative representation of individual merit.

Meritocracy is sometimes conceived as a mechanism for inducing outcomes satisfying
other desirable properties, such as Pareto efficient outcomes. To represent such instru-

mental understanding of meritocracy, I define meritocratic mechanisms.

Definition 2.2. A mechanism u is meritocratic if, for each individual i, for all actions

a;,a; and for each action profile a_;,

(ai,a—i)Ai(az, a—) = g(a;, a—;)Rig(aj, a—;).

A mechanism is meritocratic if it assigns a higher reward as a consequence of an in-
dividual choosing a more meritorious action. Definition 2.2 differs from Definition 2.1
of meritocratic social choice functions, which assigned a higher reward for individuals
who are more meritorious according to their preferences. Definition 2.2 represents mer-
itocracy as a means. One might ask whether a meritocratic mechanism implements a
social choice function satisfying desirable properties. As an example, it is often explored
in the literature, and discussed in popular debate, whether meritocratic mechanisms
implement efficient outcomes. For instance, PP.-H. Moisson (2024) examines various defi-
nitions of “merit” based on different weightings assigned to talent, effort, and head start
in a specific game. The author investigates which weight distributions achieve desirable
outcomes, such as maximizing efficiency in preference satisfaction.

In the next section, I study the relationship between meritocracy as an end and

meritocracy as a means as in Definitions 2.1 and 2.2.

2.3 When Means and End Coincide

In this section, I characterise the conditions for a mechanism to implement a meritocratic
social choice function. I show that the mechanism must be meritocratic according to
a merit criterion on actions of the mechanism that agrees with the merit criterion on

individuals’ preferences. The notion of agreement is the following.
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Definition 2.3. Fiz a mechanism p. Two merit criteria M and A; agree if,
e for all actions a;,a, and action profiles a_;,

e for all preferences 7, 724 such that g(a;, a—;) 7=; g(al,a_;) and g(al,a_;) 72 g(a;, a_;)

~l) ~u1

. . N . — -1
T - 7 — ~Y ~JT
(a;,a_;)Ai(a;,a_;) <= i M )

Crucially, agreement between the two merit criteria depends on the outcome function
g. That is, fixing action sets and a merit criterion over preferences, two different outcome
functions induce two different criteria of merit over actions agreeing with the original
criterion over preferences. In fact, if one wants to adhere to a merit criterion that depends
on preferences, it is meaningless to assign a merit criterion to actions, as these might be
ranked differently by preferences under different outcome functions.

Instead, if one wants to stick to an understanding of merit that is related to a particular
interpretation of actions, such as effort or labour, regardless of the outcome function, one
should also accept that such ranking is independent from the outcome the meritocratic
mechanism induces. However, this is in contrast with the view of meritocracy as a means,
as the outcome of the mechanism is irrelevant for defining a merit criterion over actions.
Therefore, supporting both meritocracy as a means and an action-based merit criterion
leads to logical inconsistency. In fact, I suggest that it would be more transparent to
consider a merit criterion over preferences as a primitive object, and then derive the
merit criterion over actions agreeing with it. Moreover, as I show in my next result, any
meritocratic mechanism has a meritocratic social choice function counterpart. Therefore,
adherence to a meritocratic mechanisms is equivalent to adherence to a meritocratic social
choice function.

I now define the notion of implementation I consider. With a slight abuse of notation,
I denote a strategy of individual 7 in a mechanism with a;: R; — A; mapping each
preference to an action. I say that a mechanism g implements a social choice function f
if, for each preference profile 7~ every Nash equilibrium of the game induced by p results
in the outcome f(77)

Definition 2.4. A mechanism p implements a social choice function f if, for each

preference profile -, for each Nash equilibrium strategy profile a*, it holds that g(a*(ZZ
) = f(2)-

I now state my first result, a characterisation of the mechanisms implementing mer-
itocratic social choice functions.” In the statement of the proposition, I do not mention

agreement between the two reward criteria, which are assumed to coincide.

See, e.g., Mas-Colell et al. (1995, p. 913).
8 All proofs are in Appendix B.1.
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Proposition 2.1. A mechanism implements a meritocratic social choice function if and
only if: it is meritocratic with respect to some merit criteria A;; for each i, the merit

criteria A; and M agree.

Proposition 2.1 shows that, whenever a meritocratic social choice function is imple-
mented by a mechanism, such mechanism must be meritocratic with respect to the same
criteria. The result remarks that, once one is committed to meritocracy as an end,
the merit criterion on actions depends on the outcome function of the mechanism, and
therefore ranking actions by merit independent of the outcome function is unjustified.
Such a discussion raises doubts about common criteria of merit of the type “exerting
more effort is more meritorious.” Conversely, every meritocratic mechanism implements
a meritocratic social welfare function according to the same criteria. Therefore, every
meritocratic mechanism has a social choice function counterpart.

This equivalence is closely related to the “control principle” (Arneson, 2007; Fleurbaey,
2008), which asserts that, under desert-based theories of justice, individuals should be
held accountable only for what lies within their power to control. This principle is elusive
to capture within the economic revealed preference framework. If an action causally fol-
lows from preferences, it seems odd to hold an individual responsible for them. However,
within a mechanism, the action an individual ultimately chooses is shaped by the mech-
anism itself, via the outcome function. This dependence highlights the arbitrariness of
assigning merit to actions, as any action may be part of an equilibrium in a suitable mech-
anism, thereby violating the control principle. I therefore argue that considering merit
criteria over preferences, rather than actions, is more appropriate, despite the criticisms
that have been raised against such practice.’

In the next section, I examine two specific notions of meritocracy that have been
employed in the literature. These notions, often implicitly, arise within the context of
mechanisms. I use Proposition 2.1 to identify their corresponding meritocratic social

choice functions.

2.4 Two Versions of Meritocracy

This section explores commonly assumed properties of the merit and reward criteria that
give rise to distinct meritocracies. In particular, I study what I call a Pareto meritocracy
and (labour) proportional meritocracy. In the first, an action is considered more meri-
torious if it induces a Pareto improvement. In the second, defined in the private goods

economy of Example 2.1, the more an individual works, the more meritorious he is.

9Fleurbaey (2008, ch. 10) offers a comprehensive discussion of this point.
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2.4.1 Pareto Meritocracy

Here, I study a merit criterion according to which an action in a mechanism is more
meritorious than another if it induces a Pareto improvement in welfare. The definition

follows.

Definition 2.5. A merit criterion A; satisfies Pareto merit if, for all actions a;, a; and

for each action profile a_;,
(ai,a—)Ai(a},a—;) == glai,a—;) Z; g(aj,a—;) forall j,

(ai,a_i)Ai(al, a—;) <= gl(a;,a—;) =; g(a;,a_;) for some j.

In words, fixing an opponents’ action profile a_;, an action a; scores higher in the
merit criterion than action a! if the outcome resulting from a; is weakly preferred to
the outcome resulting from a} by all individuals, and it is strictly preferred by at least
one individual. This assumption is frequently invoked in the economic literature and
popular debate. As an example, P. Moisson & Tirole (2024) refer to the employment of a
candidate with a talent trait that benefits all members of an organisation as meritocratic.
In the philosophical literature, it is argued that a meritocratic governance should be in
the hands of capable individuals, able to make people better-off (Mulligan, 2023).

In what follows, I show that the Pareto merit criterion is vacuous in that it only iden-
tifies individuals who prefer Pareto improvements as more meritorious—an uninformative

condition in standard settings.

Proposition 2.2. Assume that for each preference 7—; there is a unique mazimal element
x*(7Z;) i X. Fix a mechanism p. Merit criteria over preferences M agreeing with a

merit criterion over actions A; satisfying Pareto Merit must satisfy the following:
i Mz = 27 () 2y 2t (Z0) forall j,

i M 7= 2t () =5 ¥ () for some j.

To evaluate Proposition 2.2, consider the implications of the Pareto Merit criterion
in the private economy of Example 2.1. In that setting, each individual prefers a Pareto
improvement to a Pareto worsening. Therefore, the Parcto Merit criterion does not rank
any individual as more meritorious than another. In other words, all individuals are
equally meritorious according to Pareto Merit. If not supplemented with other assump-
tions, the Pareto Merit criterion does not provide any information about the relative
merits of individuals.

It is often argued in philosophy that merit is a contextual phenomenon, suggesting that
more structured settings are necessary to meaningfully define it. In the next subsection,
I consider a second meritocracy, defined in the more structured setting of Example 2.1,

which yields more substantive implications.
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2.4.2 Proportional Meritocracy

In this section, I study a meritocratic mechanism in the setting of Example 2.1. Each
individual ¢ chooses his labour supply ¢;, and the outcome function g maps each labour
input profile to a feasible consumption profile. In this mechanism, a merit criterion is
a binary relation over profiles of labour inputs, while each reward criterion is a binary
relation over pairs of labour input and consumption. I study conditions on merit and
reward criteria that, under the assumption that the mechanism is meritocratic, uniquely
characterise a proportional outcome function, where each individual’s consumption is

proportional to the labour input he provides.

Definition 2.6. A mechanism is a Proportional Meritocracy if, for each individual

i, labour input {;, 0, and labour input profile £_;,""

g(ﬁl,gfz) = Oéi(€>C71 (Z €]> s

where the numbers o;(€) satisfy the following conditions:

1. sum to a unit ), a;(0) = 1;

2. are monotonic in labour inputs {; > U, = o;(l;, 0_;) > o, (0, 0_;);

3. are homogeneous of degree zero, a;(Aly,..., M p) = o (€1, ..., 4 ) for any X > 0.

Allocation rules similar to Proportional Meritocracy have been characterised in various
settings, but I follow a slightly different conceptual path.'' In a proportional meritoc-
racy, the shares «; are interpreted as quantitative measures of merit of individual 7. The
individual consumes a proportion of the total output, and such proportion coincides with
his merit, as measured by «;. There is a relationship between such interpretation of the
allocation rule and a claim problem, where proportional allocations are typically defined.
The distinction is that, in claim problems, claims are exogenous, while here the labour
input is chosen by the individual once the mechanism is specified. Therefore, a propor-
tional meritocracy might be viewed as a novel rationale for implementing proportional
allocation rules, one related to desert-based views of justice.

A proportional conception of meritocracy traces back to Aristotle, who proposed that
the ratio of merits and rewards should be equal among individuals (Mulligan, 2023).
Taken literally, Aristotle’s condition characterises proportional meritocracies in the cur-
rent setting. For each individual ¢, his merit is «a;, while his reward is his consumption

level

10With a slight abuse of notation, I do not include the allocation of labour inputs ¢ induces, as each

individual is always assigned his chosen /;.
HSee the monograph on claim problems by Thomson (2019).
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(20

and the ratio between these two quantities is

(2).

equal among individuals. Therefore, Aristotle’s condition is satisfied in a Proportional
Meritocracy.

I now introduce the assumptions characterising Proportional Meritocracy. I start by
restricting attention to merit criteria according to which a higher labour input is more

meritorious, fixing the labour input profile of all other individuals.

Definition 2.7. A merit criterion A; satisfies Conditional Labour Monotonicity if,

for each individual i, labour input ¢;, ¢; and labour input profile {_;,

Conditional Labour Monotonicity states that, fixing a profile of others’ labour input
(_;, a labour input ¢; is more meritorious than ¢, if it is higher. Such definition relies
on the structured setting, which allows to measure individual actions. Notice that Con-
ditional Labour Monotonicity does not state that if ¢; is higher than ¢, then the first is
more meritorious, which would be a stronger requirement, as captured in the following

definition.

Definition 2.8. A merit criterion A; satisfies Labour Monotonicity if, for each indi-
vidual i, labour input €;, 0, and labour input profile (_;,

Labour Monotonicity states that a higher labour input is more meritorious, regardless
of what others’ do. Under Conditional Labour Monotonicity, how an individual’s labour
input scores in merit is conditional on what others’ do, which is not the case under Labour
Monotonicity. This distinction is especially relevant under desert-based theories of justice,
because Conditional Labour Monotonicity arguably violates the control principle, stating
that individuals should be held accountable only for what is in their control. I study the
implications of assuming Conditional Labour Monotonicity or Labour Monotonicity, and
will show that Labour Monotonicity implies a quantitative measure of merit, captured
by a number «;, that only depends on the individual action, while Conditional Labour
Monotonicity does not.

Next, I consider a condition on merit criteria establishing that, whenever each indi-
vidual labour input is multiplied by a positive constant, the merit ranking is preserved,
as captured by the following definition.
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Definition 2.9. A merit criterion A; satisfies Scale-Invariance if, for each individual

1, labour input C;, 0, labour input profile {_; and X > 0,

17

Scale-Invariance is a typical requirement to characterise proportional allocation rules.
It states that the merit of an individual depends only on the ratio between his and oth-
ers’ labour input, which is preserved when each of them is multiplied by a constant.
Other invariance properties—such as additive invariance—might instead support alter-
native characterizations of meritocracy in which merit is monotonic in labour, but the
consumption allocation depends on merit in other ways than proportional.

Lastly, I introduce the only restriction imposed on the reward criterion: Welfarist Re-
ward. Under Welfarist Reward, an outcome constitutes a higher reward for an individual

if it is preferred over another outcome.
Definition 2.10. A reward criterion satisfies Welfarist Reward if R; =7-;.

It is often argued in philosophy (Arneson, 2007; Kagan, 2014) and tacitly assumed
in economics that the appropriate reward criterion should be welfare. In other words,
if an individual is more meritorious, he should be better off. Assuming that welfare
corresponds to preference satisfaction, Welfarist Reward represents this assumption.

I now characterise proportional meritocracy.

Proposition 2.3. 1. A meritocratic mechanism is a Proportional Meritocracy if and
only if Welfarist Reward, Conditional Labour Monotonicity, and Scale-Invariance

hold for each 1.

2. Assume |I| > 3. A meritocratic mechanism is a Proportional Meritocracy where,

for each 1,

ngj’

if and only if Welfarist Reward, Labour Monotonicity, and Scale-Invariance hold
for each i. In this case, the only merit criterion on preferences agreeing with merit

criteria on actions satisfies the following
i Mz <= MRSy (€;,y:) < MRS~ (£, y;) for each (£;,y;) .

Proposition 2.3 establishes that the stated assumptions are equivalent to a quantitative
representation of individual merit via «;(¢), which depends on the profile of labour input.
Each individual’s consumption corresponds to a share of the total output, where this
share reflects their relative merit. If Conditional Labour Monotonicity is strengthened to
Labour Monotonicity, the measure of merit of each individual is just his labour supply,

and thus does not depend on others’ actions.
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The second item of Proposition 2.3 establishes that, under Labour Monotonicity, the
merit criterion on preferences agreeing with the merit criterion on actions is a ranking
of marginal rates of substitution between labour and consumption. Such equivalence
gives a more fundamental interpretation of the merit criterion underlying Proportional
Meritocracy. Under different outcome functions, an individual might choose different
levels of labour inputs, rendering the interpretation of the merit criterion as a measure
of effort less meaningful. Instead, the marginal rate of substitution is independent of the
outcome function.

There is empirical evidence suggesting that individuals adhere to a form of Propor-
tional Meritocracy (Andre, 2025; Cappelen et al., 2024). However, these empirical studies
primarily test whether impartial observers’ choices satisty Labour Monotonicity, without
discussing other conditions, such as Conditional Labour Monotonicity or Scale-Invariance.
Proposition 2.3 shows that a test of Labour Monotonicity is not enough to conclude one
adheres to Proportional Meritocracy, and should be complemented with other empirical
results. The result hopefully showcases how the framework in this paper could be em-
ployed to advance empirical studies of meritocracy. By introducing other assumptions,
such as the additive invariance discussed before, other forms of meritocracies could be
characterised, and empirical studies could be designed to test whether impartial observers
adhere to them.

2.5 Meritocracy and Equality of Opportunity

Before concluding, I briefly examine the relationship between meritocracy, as defined in
this paper, and the concept of equality of opportunity, terms that are often used inter-
changeably in the economic literature. For this purpose, I compare the model here with
the responsibility-sensitive allocation model of Fleurbaey (2008). T discuss a simplified
version of his general model, which is also a particular case of the private good economy
of the previous section. I show that meritocracy, understood as an allocation rule reward-
ing merit, is distinct from equality of opportunity, i.e., guaranteeing that each individual
“starts on the same line”, a point that has already been made elsewhere (Fleurbaey, 2008;
Moulin, 2004), but is often neglected in more recent literature.

There are four individuals, each of whom has a level of bequest b; € {1,3} and
dedication a; € {1,3}, determining their production in monetary amounts. The set of
outcomes is the set of monetary allocations such that ), z; = > . b;a;. Each individual
1 prefers to have more money. An allocation rule maps bequest and action profiles to
monetary allocations. Consider an allocation rule under which each individual consumes
what he produces and there are no transfers. Such allocation rule is illustrated in the

following table.

44



Table 2.1: No transfers

z; = ba; low dedication a; =1 high dedication a; = 3
low bequest b; = 1 1 3
high bequest b; = 3 3 9

Under this allocation rule, individuals with high bequest obtain a better outcome,
thus violating equality of opportunity, since bequests are outside their control. The next
table illustrates a second allocation rule neutralising the effect of bequests, transferring

from individuals with high bequest to individuals with low bequest.

Table 2.2: Neutralising bequests

x; = (b + t;)a; low dedication a; =1 high dedication a; = 3
low bequest b; = 1 2 (transfer = +1) 6 (transfer = +1)
high bequest b; = 3 2 (transfer = -1) 6 (transfer = -1)

This allocation rule may be described as one satisfying equality of opportunity, as it
neutralises the effect of unequal bequests in determining the outcome. However, the allo-
cation rule in Table 2.2 is not the only one satisfying equality of opportunity. One might
want to reward high dedication, and therefore induce a better outcome for individuals

with high dedication. The following table illustrates such an allocation rule.

Table 2.3: Neutralising bequests and rewarding dedication

x; = (b +t;)ay low dedication a; =1 high dedication a; = 3
low bequest b; =1 1 (transfer = +0) 9 (transfer = +2)
high bequest b; = 3 1 (transfer = -2) 9 (transfer = +0)

A third allocation rule which rewards dedication independently of bequests is the

following.
Table 2.4: Rewarding dedication
z; = (b; + t;)a; low dedication a; =1 high dedication a; = 3
low bequest b; = 1 0 (transfer = -1) 6 (transfer = +1)
high bequest b; =3 2 (transfer = -1) 12 (transfer = +1)
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Tables 2.2 and 2.3 both represent allocation rules consistent with equality of oppor-
tunity, though they differ in how they reward dedication. Instead, allocations in Tables
2.3 and 2.4 both reward dedication, but the first satisfies equality of opportunity and the
second does not.

Since they are logically independent, meritocracy and equality of opportunity can be
combined. For instance, in the private good economy of Example 2.1, one could put more
structure to distinguish between labour input and productivity of each individual. Then,
the merit criterion could be monotonic in labour input, rather than in productive units of
labour, under the assumption that productivity comes from sources the individual cannot
control, such as bequests. These requirements would complement the meritocratic idea
of rewarding more effort and the equality of opportunity idea of neutralising the effect
of bequests. Distinguishing these two concepts clarifies the rationale behind various
allocation rules, and gives guidance on how to identify the two components separately in

experiments, where these ideas are often conflated.'”

2.6 Conclusion

This paper develops a unifying framework for analysing meritocracy, distinguishing be-
tween two conceptually distinct notions: meritocracy as an end, represented by merito-
cratic social choice functions, and meritocracy as a means, represented by meritocratic
mechanisms. The core innovation lies in introducing two primitives: a merit criterion that
identifies when one individual is more meritorious and a reward criterion that determines
which outcomes constitute superior rewards. I thus suggest that common disagreements
on meritocracy can often be traced to different assumptions about the merit and reward
criteria.

I showed that meritocracy as an end and as a means are equivalent, in the sense that
a mechanism implementing a meritocratic social choice function is itself meritocratic.
Therefore, adhering to a notion of meritocracy as a means is equivalent to adhering to a
notion of meritocracy as an end. This equivalence permits merit criteria to be consistently
expressed over either individuals’ preferences or their actions within a mechanism.

I examined two illustrative conceptions of meritocracy from the literature: Pareto
meritocracy and proportional meritocracy. I showed that Pareto meritocracy is vacuous,
as it only ranks individuals who prefer a Pareto improvement to a Pareto worsening.
Proportional meritocracy, defined in a private goods economy in which individuals supply
labour and share their production, is more structured and allows to define a quantitative
measure of merit. Assumptions on the merit and reward criteria characterise a mechanism

in which each individual consumes a proportion of the total output, and such proportion

12As an example, Andre (2025) defines “Shallow Meritocracy” as an allocation rule that does not take
into account unequal circumstances. I argue that “Shallow Meritocracy” is more accurately described

as a lack of equality of opportunity, rather than a failure of meritocracy.
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coincides with his merit.

The study of meritocracy as an allocation principle remains in its early stages. Given
the empirical evidence supporting the conclusion that individuals adhere to various forms
of meritocracy, theoretical study is much needed. Future work could explore the implica-
tions of alternative meritocracies in other settings, or empirically test whether individuals
adhere to specific meritocracies. Additionally, the relationship between meritocracy and
other social justice principles, such as equality of opportunity, warrants further investi-

gation.
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Chapter 3

Identifying Belief-Dependent Preferences”

Abstract

Why are investors overconfident and trade excessively? Why do patients
at health risk avoid testing? Why are voters polarised? Possibly because their
beliefs directly influence their well-being, i.e., they have belief-dependent pref-
erences. However, existing theories of belief-dependent preferences struggle
to generate testable predictions or to identify simultaneously beliefs and pref-
erences. This paper addresses these issues by providing an axiomatic charac-
terization of a class of preferences and belief-updating rules that deviate from
Bayesian updating. Preferences, beliefs, and updating rules are identified
from choices over contingent menus, each entailing a menu of acts available
at a later time contingent on an uncertain state of the world. The results
provide a theory-based approach to experimental designs to test information
avoidance, distortion, and other behaviours consistent with belief-dependent

preferences.

3.1 Introduction

People often hold some beliefs dear, even when faced with evidence against them. Do
they change their views, or do they continue believing what they want? Indeed, research
documents two common attitudes towards new information: avoidance and distortion.
Investors avoid obtaining information when they expect the market to be in a bad state
(Karlsson et al., 2009; Sicherman et al., 2016). Donors do not learn about the impact
of their donation (Andreoni et al., 2017; Chan et al., 2024). Voters shun evidence that

*I am indebted to Ingela Alger, Frangois Salanié and Marciano Siniscalchi. I would also like to thank,
in random order, Yuval Salant, Annalisa Costella, Peter Klibanoff, Sophie Moinas, Yuzhao Yang,
Michele Bisceglia, Philip Reny, Karine Van der Straeten, Pedram Pooyafar, Johannes Horner, Max-
imilian Miiller, Ernesto Rivera Mora, Milo Bianchi, Sara Shahanaghi, Pau Juan-Bartroli, Alexander
Jakobsen, David Austen-Smith, Sébastien Pouget, Moritz Loewenfeld, Lony Bessagnet, Chiara Mar-
garia, Hendrik Rommeswinkel, worshop participants at TSE, Northwestern and Autonoma Barcelona,
and conference participants at the CEA 2024 in Toronto, NASMES 2024 in Nashville and SAET-EWET
2024 in Manchester. I acknowledge funding from the European Research Council (ERC) under the Eu-
ropean Union’s Horizon 2020 research and innovation programme (grant agreement No 789111 - ERC

EvolvingEconomics).
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undermines their view (Bakshy et al.; 2015; Gentzkow & Shapiro, 2010). Despite being
at risk, patients refrain from getting tested. (Oster et al., 2013; Thornton, 2008). If infor-
mation is obtained, it is distorted when unwelcome but correctly processed if welcomed.
Negotiators interpret favourably information that supports their case and dismiss the
quality of contrary evidence (Babcock et al., 1995). Individuals are less likely to accept
bad news about their attractiveness or intelligence but correctly process good news (il
& Rao, 2011). They also exaggerate good news about their ability or IQ (Drobner & Go-
erg, 2024; Mobius et al.; 2022). Those with differing opinions on climate change consider
scientists experts only when they support their views (Kahan et al., 2012).]

These observations conflict with expected utility theory, where more information is
always desirable, and information should be processed via Bayes rule. However, if an
individual derives pleasure or pain from specific beliefs, she might avoid information or
process it differently. Theories of belief-dependent preferences (hereafter BDP) assume
that individuals hold beliefs to enhance their well-being, which explains why they might
avoid or distort information. Examples include psychological expected utility (Caplin
& Leahy, 2001), optimal expectations (Brunnermeier & Parker, 2005), ego concerns
(Koszegi, 2006), preferences for anticipation (IKoszegi, 2010), and motivated reasoning
(Bénabou, 2015; Bénabou & Tirole, 2016). These theories share a common feature: they
do not provide observable data to separately identify the individual’s tastes over out-
comes and beliefs. This lack of identification complicates the interpretation of empirical
findings, renders distinguishing between different theories difficult, and limits policy rec-
ommendations. For accurate predictions and effective policy, economists need models
that are identifiable and refutable. In this paper, I offer such a model. My model implies
conditions on observed choices that exhaustively characterise BDP. If choices abide by
these conditions, then tastes and beliefs can be identified separately. If they do not, the
theory is rejected. Such "if and only if" characterisation is absent in previous theories.

In theories of BDP, how an outcome is evaluated depends on the individual’s beliefs.
The lack of separation between these two concepts complicates their interpretation and
identification because the way beliefs are formed may depend on tastes. Inferring tastes
and beliefs from choices thus becomes a challenging task. The implication is that it is
harder to obtain clear predictions. In addition to the lack of identification, current ap-
proaches make different assumptions about information processing, ranging from using
Bayes rule (Koszegi, 2006) to assuming that individuals forget information (Bénabou,
2015) or even choose their beliefs at will (Brunnermeier & Parker, 2005). These as-
sumptions are difficult to test. Therefore, the extant theories of BDP have two related
limitations. They fail to make explicit the link between tastes and belief revision and
tastes and beliefs are not uniquely identified.

In this paper, I propose a model of BDP that addresses these limitations. I introduce

!For additional examples of information avoidance and distortion, see the surveys by Danicl & Hirshleifer
(2015), Bénabou & Tirole (2016), and Golman et al. (2017).
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axioms on choices that characterise individuals as having tastes over their beliefs and
belief revision rules related to their tastes. The theory identifies prior beliefs, tastes, and
their related belief updating rules from observable choices.

I study the preferences over contingent menus. Contingent menus are collections
of acts available at a later time that are conditional on the realisation of an uncertain
state of the world. Consider the following illustrative example. An investor can access
her banking app to receive information about the market. If she accesses the app, she
observes information such as prices or the available balance. She then chooses how much
to invest or withdraw. Accessing the app or not represent two contingent menus, each
associated to a probability distribution over menus of available acts. The realisation of the
menu of acts that is finally available to the individual is conditional on an uncertain state
of the world. Thus, observing an available menu of acts is informative for the investor.
For example, if the investor opens the app and observes a high value of her portfolio,
she receives information not only about the amount of money she can withdraw but also
about the state of the market. If she chooses not to access the app, she receives no
information about the market and her only available act is to do nothing.

The choice between contingent menus thus reflects intertemporal preferences over acts
and information. As suggested by this illustrative example, in the general model of an
individual’s decision problem, there are three time periods. The individual first chooses
one of the available contingent menus, each of which delivers a distribution of menus
of acts conditional on the state of the world. Then, a menu of acts available to the
individual realises, and the individual updates her beliefs on the basis of the observation
of the realised menu. Finally, the individual chooses an act from the realised menu.

The reason why contingent menus allow for identification is as follows. Consider an
individual who has to choose between Blackwell experiments. A Bayesian individual
always prefers the most informative experiment. Instead, intuitively, individuals with
different preferences over beliefs should prefer different experiments. When an individual
with BDP chooses between experiments, she takes expectations over her belief-dependent
expected utility, particularly over the posteriors that the experiments can induce. Under
Bayesian updating, the mean of the posteriors induced by any experiment is equal to
the prior. Therefore, if the individual maximises her belief-dependent expected utility
under Bayesian updating, her choices over experiments cannot reveal preferences over
distinct posteriors, as their expectations are the same. The intuition that different belief-
dependent preferences correspond to different choices of experiments fails, as shown by
Eliaz & Spiegler (2006) and Liang (2017). An immediate implication is that non-Bayesian
updating overcomes this problem, as the mean of posteriors that are not the Bayesian
update of a prior is not necessarily equal to the prior. However, non-Bayesian updating in-
duces dynamic inconsistency. Choices over contingent menus allow me to identify how the
individual manages such dynamic inconsistency, that is, how she deviates from Bayesian

updating. In turn, non-Bayesian updating allows for the identification of preferences over
beliefs.
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Two crucial axioms characterise BDP preferences over contingent menus. First, I
need an axiom similar to the independence of von Neumann & Morgenstern (2007), but
weakened to obtain BDP. Here individuals are sensitive to the informational content of
a realised menu of acts. Therefore, I formulate a weak version of independence that is
satisfied only among contingent menus inducing the same inference about the uncertain
state (Liang, 2017; Rommeswinkel et al., 2023). This weak version of independence in-
duces dynamic inconsistency. After receiving information, the individual is tempted to
deviate from her plan. This is because, since individual tastes depend on beliefs; the
individual might distort them after receiving information. The second axiom states that
the individual faces no temptation when the realised menu of acts comprises her preferred
choice under both the Bayesian posterior and according to her preferred posterior. This
axiom, which I call strategic rationality for best likelihood, ascribes the source of tempta-
tion to distorted belief updating due to BDP, and constitutes the main departure from
the literature. The axiom is intuitive: it implies that the individual is not tempted when
the information she receives is the one she prefers.

The main result is Theorem 3.1, which provides a functional representation of pref-
erences over contingent menus. The choices that are consistent with the representation
can be interpreted as follows. The individual chooses a contingent menu according to
her preferences over acts in menu realisations and over the information it provides. She
anticipates that once a menu of acts realises, she will distort her posterior beliefs away
from the Bayesian update to satisfy her BDP.” She would like to choose according to the
Bayesian posterior but is tempted to choose according to the distorted one. She solves
the conflict by maximising a weighted average of two expected utilities, one under the
Bayesian posterior and the other with the distorted one. The second result, Corollary
3.1, is an identification one. The choices over contingent menus allow me to uniquely pin
down the individual’s prior beliefs, tastes over outcomes and beliefs, distorted posterior
beliefs, and the weight on the distorted utility. I illustrate the use of the representation
with an application in Section 3.6, where I show how BDP can lead to belief polarisation.

Resorting to contingent menus as a primitive makes it possible to infer tastes over both
beliefs and acts. This, in turn, overcomes the two issues that plague BDP highlighted
above. First, it allows to test BDP by observing choices alone, in contrast to other extant
theories. Second, BDP typically lead to dynamic inconsistency of behaviour in risky
settings (Battigalli & Dufwenberg, 2022, p. 863). Dynamic inconsistency means that
the choice the individual plans to take before receiving information is different from the
one she wants to take after receiving information when she is tempted to act differently.
Previous theories have relied on multiple-selves models. However, these models do not
provide clear recommendations for welfare analysis, as a choice must be made regarding

which of the selves’ preferences are relevant. The current setting instead identifies the

2This interpretation relies on the sophistication of the individual at the ex ante stage. Cobb-Clark
et al. (2022) provide evidence that a majority of time-inconsistent individuals exhibit at least partial

sophistication.
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individual as the unit of choice, and her preferences can be subject to welfare analysis.

In sum, my model has two distinctive features compared with previous theories: it
details the link between tastes over beliefs and belief updating, rather than assuming
specific revision rules, and it relies only on observable choices to identify preferences,
prior beliefs and revision rules, moving one step towards the empirical testing of BDP
and non-Bayesian updating.

I compare the paper with the literature in the following paragraphs. Section 3.2
illustrates the primitives of the theory with two examples and provides instances of pref-
erences satisfying the axioms. Section 3.3 details the general model and axioms. Section
3.4 presents the results, a functional representation of preferences satisfying the axioms
and the uniqueness of the components of the functional form. Section 3.5 discusses the re-
lationships with previous models. Section 3.6 presents a simple application showing how
non-Bayesian updating arising from BDP can lead to polarisation. Section 3.7 concludes
by discussing how the analysis sheds light on the interpretation of BDP.

Related literature. Unlike previous papers in decision theory, I allow tastes over beliefs
to interact with tastes over outcomes and identify both prior beliefs and departures from
Bayes rule. To the best of my knowledge, there have been three attempts to provide
an axiomatic revealed preference foundation for BDP. Dillenberger & Raymond (2020)
propose a model in which an individual has preferences over the probability of realisation
of compound objective lotteries. In Liang (2017), the individual has preferences over the
inference her choices induce in Anscombe & Aumann (1963)’s setting. Rommeswinkel
et al. (2023) is similar to Liang (2017), except that the setting is that of Savage (1972).
Given that it is an objective probability framework, Dillenberger & Raymond (2020)
do not cover belief identification and updating. Moreover, despite working in a dynamic
setting, they do not address inconsistency. Liang (2017) identifies beliefs when tastes over
these are independent of tastes over outcomes. However, his setting is static and thus
silent about belief revision. Rommeswinkel et al. (2023)’s model is instead dynamically
consistent and identifies prior beliefs under the same separability assumption of Liang
(2017), but belief updating is not addressed.

A novelty of the present paper is the study of contingent menus delivering different
inferences about the state. Variation in the inference provided by contingent menus is
the key to identifying preferences and belief revision rules. Therefore, the paper is re-
lated to the literature that studies menu choice to identify departures from subjective
expected utility. Ozdenoren (2002) considers contingent menus of objective lotteries as
primitives. Epstein (2006) and Epstein & Kopylov (2007) instead study contingent menus
of Anscombe-Aumann acts. In all these papers, the state giving rise to the menu realisa-
tion is revealed; thus, preferences for information cannot be identified. The closest paper
is Epstein (2006), who provides a model of non-Bayesian updating without considering
BDP but does not study choice of information.

This paper is also related to the literature explaining empirical observations with BDP.
Bénabou & Tirole (2016), Golman et al. (2017) and Battigalli & Dufwenberg (2022) are
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three surveys on motivated beliefs, information avoidance and psychological game the-
ory, which are related to BDP. The distinction between the previous applied work and
the present paper is testability. I follow the axiomatic approach and characterise be-
haviourally a class of preferences and revision rules. Previous papers have "if" results
that can rationalise evidence but do not allow to distinguish between different theories.
Moreover, I do not tailor the model to an application, and I do not commit to a spe-
cific psychological mechanism, taste or belief revision rule. Unlike psychological games, I
consider a single individual and focus on identification rather than equilibrium in games.
Finally, I address dynamic inconsistency via temptation and self-control, dispensing from
previously employed multiple-selves or intrapersonal equilibrium approaches (Brunner-
meier & Parker, 2005; Koszegi, 2010), which lead to problematic welfare analyses (Sinis-

calchi, 2011, p. 404) and are difficult to test, limiting policy recommendations.

3.2 Illustrative Examples

In this section, I develop two examples. The aim is both to illustrate the primitives of

the model and to show how the theory explains some empirical observations.

Information distortion to reduce donations. A dictator game is an interaction
between two individuals. One of them, the dictator, decides how much of a given amount
to keep for herself and how much to transfer to the other individual, the recipient. It
has been observed in the laboratory that dictators avoid receiving free information about
how much of their transfer will arrive at the recipient to justify acting in a self-interested
manner (Dana et al.; 2007). Moreover, conditional on receiving favourable information,
they transfer more (Grossman & van der Weele, 2013; Van der Weele, 2014). Similar
instances of information avoidance are common.” I show how such attitudes towards
information can be explained by non-Bayesian updating induced by BDP, and introduce
a sketch of an experimental design to test the theory.

I consider a stochastic version of a dictator game. The dictator chooses how much
to transfer to a recipient with whom she is coupled. The transfer is inefficient, and the
receiver only receives a stochastic proportion of it. The dictator chooses whether to
observe a signal on the efficiency of the transfer or not. If she observes the signal, she
learns the likelihood ¢ (e) of the efficiency level having value e.

The dictator derives warm-glow from her expectation of the receiver outcome.” She
would like to believe that the efficiency of the transfer is high to increase her warm-
glow feelings. However, the higher the expected efficiency is, the higher the optimal
transfer, which is a cost for the dictator. The dictator’s tastes over transfers = € [0, 10)
at likelihood ¢ are

3See Section 3 in Golman et al. (2017) for multiple references.
4Nichaus (2014) proposed a similar preference in the context of charitable giving.
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u(x;l) =log (10 — x) + Zpg (e) ex, (3.1)

where p, is the posterior belief over efficiency e after observing likelihood £.° If the
dictator chooses not to observe the signal, she chooses according to her prior beliefs,
i.e., under the uninformative likelihood. The dictator maximises the sum of her material
payoff, logarithmic in money, and her expectation of what the receiver receives. This
expression deviates from expected utility because the information received in the form of
the likelihood ¢ affects the taste over outcomes, not only the beliefs about their realisation.
The optimal transfer at likelihood ¢ is

. 1
e Sy RCT

which is increasing in the expected efficiency. The function w (z* (¢),{) is convex;
therefore, its expectation over signal realisation is always greater than the prior. An
individual computing expected utility with her Bayesian posterior and tastes in Equation
(3.1) would always prefer to observe the signal and not avoid information.

Now consider a case in which the dictator distorts her beliefs after receiving the signal

to maximise u. The likelihood ¢* of inducing the preferred beliefs satisfies the following

0" € arg MaX max u (x;0).
€T

In this case, the preferred beliefs give probability one to the highest level of efficiency
and therefore induce a high transfer. If the dictator expects to distort her beliefs, she
will avoid information, contrary to what she would do if she was Bayesian, to justify
transferring less. Such extreme distortion is a particular case of the general model in the
body of the paper.

The experimenter can allow the dictator to choose whether to observe the signal and
to commit to a transfer conditional on the signal realisation before receiving it. If the
dictator prefers to receive the signal and commit to a transfer conditional on it, it means
that she wants to be informed but anticipates that she will distort the signal and act

according to distorted beliefs if she has the chance.

Ostrich effect and excessive trading. This example examines how an investor’s
decision to seek information about the market is influenced by her tastes over the beliefs
she holds. An investor chooses whether to check her financial portfolio. If she checks,
she observes a signal about the state of the market and can invest or withdraw money.
If she does not check, she receives no information and cannot invest or withdraw.

The investor enjoys believing that the market is in a good state and suffers when

she does not. If she receives a bad signal, she suffers from negative news. Instead, if

>The Bayesian posterior of the prior p after observing likelihood ¢ is py (s) = %.

95



she receives a good signal, she overweights the evidence and develops overly optimistic
beliefs. These distorted beliefs lead her to invest more than she would do on the basis of
the Bayesian update of her prior beliefs. When choosing whether to check the portfolio,
she weights the following factors: receiving bad news and suffering from it or receiving
good news and acting on distorted beliefs.

If the investor has a low prior belief that the market is in a good state, she prefers
not to check the portfolio to avoid unpleasant information. Instead, if she expects the
market to be in good state, she may choose to check the portfolio to update her beliefs
in a favourable direction rather than remaining uninformed. These behavioural patterns
are well-documented (Danicl & Hirshleifer, 2015; Golman et al., 2017). The first pattern,
known as the “ostrich effect” in finance, involves avoiding unpleasant information. The
second pattern involves excessive motivation from overconfidence in belief formation, in
this case leading to excessive trading.

I now introduce a utility function that consistent with the investor’s choices and
constitutes a particular case of the theory developed in this paper. The individual values
both the monetary outcome of her decision and the information she receives, with these
factors being separable. She values each unit of net monetary gain independently of her
beliefs. She makes a choice at two time periods: first, she chooses whether to check the
portfolio; and second, conditional on her previous choice and the signal she receives, she
chooses how much to invest or withdraw.

The feasible distributions of net financial gains depend on the signal received. As an
example, the investor can implement various investment strategies on the basis of the
prices and available balance she observes. Therefore, a signal corresponds to a menu of
feasible acts the individual can choose from, denoted by M. After observing the menu of
feasible acts M as a signal, the individual updates her beliefs by combining her prior p (s)
with the likelihood ¢,/ (s) of state s being true given the observed menu M. The Bayesian
posterior is py,, (s). The individual then chooses an act f, an investment strategy, from
the feasible set M, whose outcome f, depends on the realisation of the state. Assume
that there are three possible states: good (g), normal (n), and bad (b). The individual’s
tastes over monetary outcomes are v (f). Her tastes over outcomes and information are

represented by the following

u(fs;la) = v (fs) +welas (g) +wnlpr (n),

where w, > w, > 0 are numbers representing how much the individual values observ-
ing greater likelihoods that the state is good and normal. The investor values a greater
likelihood of the state being good than normal, which in turn is more valuable than
observing a greater likelihood of the state being bad. A Bayesian individual with these

tastes maximises the expectation of © computed via the Bayesian update
prl\l (S) u (fs; EM) :
S
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The most desirable information for the investor is a likelihood vector ¢ satisfying

0 € arg max max [V (x) + wel (g) + wyl (n)].

which is ¢* (¢) = 1 and ¢* (n) = ¢* (n) = 0.

If the investor checks her portfolio, she can receive one of two signals: a precise signal
indicating conclusively that the market is in a bad state or an imprecise signal that rules
out the bad state but does not allow her to distinguish between the good and normal
states. The investor anticipates that upon receiving the imprecise signal, she will distort
the likelihood to £}, (g) = 1, her preferred one according to her tastes u. Instead, the
likelihood induced by the precise signal cannot be distorted, as there is strong conclusive
evidence.

The optimal acts under the true and distorted likelihood are different because the sec-
ond one is more optimistic and leads to greater investment. Theorem 3.1 from the general
model establishes that, under some assumptions, the investor maximises a weighted sum
of her expected utility under the true likelihood and under the distorted likelihood. Ad-
ditionally, she incurs a cost depending on the utility difference between her choice and
the optimal choice under the distorted posterior. The utility of choosing from the menu

M at likelihood /), can be represented as follows:

max ZPeM u (fs; Car) +OéeMZpe* u (fs; Cir) ~ max ay,, > e, (8)u(fi50)

(3.2)

where ¢}, denotes the distorted vector of likelihoods after observing menu M as a
signal, with ¢;, (9) = 1. The number ay,, > 0 represents the rate at which the cost of
resisting temptation increases when the optimal choices under the Bayesian and distorted
posteriors differ. The better an option is according to the distorted posterior, the higher
the cost. It is uniquely identified in the model. When choosing whether to check her
portfolio, the investor considers the probability of receiving each menu of feasible acts M
as a signal and the corresponding indirect utility of choosing from it, given by the utility
function above.

Consider the scenario where the investor can check her portfolio and commit to an
investment strategy, for example by delegating to a financial advisor or an investment
algorithm. In this case, she can receive information without the temptation to act on
distorted beliefs. If the menu M observed as a signal is a singleton, the second and
third terms in the indirect utility function in Equation (3.2) cancel out. As a result,
preferences are represented by the expectation of tastes over outcomes and information
computed with Bayes rule. Observing such preferences for commitment is a crucial test

of the theory presented in the paper.”

SRelatedly, Derksen et al. (2025) show that medical appointments are effective commitment devices that

significantly increase the probability of individuals at health risk getting tested.
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These examples suggest how the model components are identified. Choosing from sin-
gleton menus does not give rise to temptation to distort beliefs. Therefore, choosing from
singleton menus is a standard choice problem, and the results of Anscombe & Aumann
(1963) helps to identify tastes over outcomes and beliefs after each signal. Observing
choices over information and menus of acts feasible at a later time, transfers in the first
example and investment strategies in the second, allow identifying a demand for commit-
ment due to distortion of beliefs in a specific direction. Therefore, the data needed to
test the model are choices over information and sets of available acts conditional on the
information received. I refer to such an object of choice as a contingent menu, introduced

in the next section.

3.3 Model

An individual faces a dynamic decision problem in which she makes two choices. First,
she chooses an act that maps states to menus of acts from which she can later select.
Then, she chooses an act from the realised menu, which maps states to outcomes. Upon
observing the menu from which she can choose, the individual infers information about
the state. This information is relevant for her choice of an act from the realised menu.

The decision problem involves three time periods t = 0,1,2. There is a finite set
of uncertain states S. At time 0, the individual chooses a contingent menu, a mapping
from uncertain states to finite probability distributions over menus of acts she will choose
from at a later time. A generic menu realisation is M € M. A contingent menu is
F:8 — A° (M), where A° (M) is the set of probability distributions over M with finite
support. At time 1, a menu M realises. At time 2, the individual chooses an act from the
menu M. An act is a mapping between states and outcomes f: S — A (X), where X is
a compact metric set, and A (X) is the set of probability distributions over X.” A menu
M is therefore a closed nonempty set of acts.” The outcome induced by act f when state
s realises is f; € A (X).

Observing the menu realisation M from the contingent menu F at time 1 is informative
for the individual. In fact, a contingent menu is a Blackwell experiment with menus as
signals. Denote the probability that menu M is realised from contingent menu F' in state
s with Fy (M). To capture the informational content of a contingent menu F, I define

the normalised likelihood (henceforth likelihood) of state s after realisation of menu M

 F. (M)
bur () = =5 00y

After having observed likelihood /¢, the individual knows that the state is in the event

(3.3)

"The set of lotteries A (X) is compact metric under the weak convergence topology.
8The set of menus M is compact metric under the Hausdorff metric (Aliprantis & Border, 2006, Theorem

3.85).
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Spi={seS|l(s)>0}.

Throughout, I assume that only choices of contingent menus are observable. The
main result of this paper identifies all the components of the following model relying on
these choices. In particular, I introduce the likelihood because I assume that the beliefs
of the individual are not observable and will therefore be inferred from her choices. I
denote preferences over contingent menus with 7~. Theorem 3.1 in Section 3.4 provides
the conditions on choices over contingent menus that yield the following representation

of preferences.’

Representation. The main result of the paper, Theorem 3.1, is a characterisation of
the following functional form. The individual has belief-dependent tastes over outcomes
and likelihoods represented by a utility function u (z;¢), linear in mixtures of outcomes
x € A (X), jointly continuous, bounded, and nonconstant for each ¢. The dependency of
u on the likelihood ¢ is the main departure from expected utility. The individual evaluates
outcomes differently depending on the information she receives.

The individual acts as if she has a full support prior over states p. The Bayesian

posterior of the prior p after observing the likelihood ¢ is py, where for each state s

((s)p(s
pe(s) = L)
> () p(s)
The time 2 expected utility of act f computed with the Bayesian posterior at likelihood
(s

D pe(s)ulfs;0). (3.4)

The individual is tempted to act according to a distorted posterior. This posterior
is the one obtained under the preferred likelihood consistent with the event S,. For any
event S C S, define'’

(5 € argmax max  wu(x;/f). 3.5
s eegA(S) TEA(X) (3 6) (3:5)

The distorted likelihood ¢ only assigns positive probability to states in event S. Once
a state has probability 0, its probability cannot be distorted. Moreover, the distortion
only depends on the event, not on the true likelihood. There is no guarantee that there is a
unique likelihood satisfying Equation (3.5). However, the model allows the identification
of one likelihood among those satisfying Equation (3.5) from choices over contingent

menus.

9Notation is collected in a table in Appendix C.4.
10Such likelihoods always exist since u is continuous and both A (X) and A (S) for each event S are

compact.
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The time 2 expected utility of act f computed with the distorted posterior at event
S is

sz* u(fsils).

The distorted likelihood influences expected utility through two channels. It affects
tastes over outcomes u (x; %) and posterior beliefs, which are the Bayesian update of the
prior p under the distorted likelihood £%.

At time 2, after having observed the menu realisation M from contingent menu F', the
individual chooses an act f from M to maximise a weighted combination of the expected
utilities under the true and distorted likelihood. Moreover, she suffers a cost proportional
to the utility difference between the chosen act and the optimal act under the distorted
likelihood. For each event S, the utility representation over menus at each likelihood /¢ is

as follows:

U (M;¢) =max sz u(fs; l —l-Oéesz* s)u (fs:05,)

feM

—OégmaXZpg* (s) fs,ése)

freM

(3.6)

where the positive number a, > 0 represents the weight assigned to the distorted
expected utility. When choosing act f from menu M after realisation of the likelihood
¢, the utility cost of temptation over menus is the difference between the second and the
third terms in Equation (3.6). Specifically, it is the utility difference between the chosen
act and the optimal act under the distorted likelihood. The representation implies that,
for each event S, when the true likelihood coincides with ¢§, the preferred likelihood,
there is no temptation. When the individual receives the information she prefers, there
is no reason to distort it.

I can now describe preferences over contingent menus. The individual chooses the
contingent menu F' anticipating the indirect utility & (M; €3, r) from each possible menu

realisation M, so that each contingent menu F' is evaluated by the expected utility

=3 " p(s) Fo (M)U (M; o) - (3.7)

To summarise, the model is as follows. When choosing the contingent menu F', the
individual anticipates that her BDP will lead her to update prior beliefs p deviating from
Bayes rule after observing the menu realisation M. This deviation is represented by the
distortion of the true likelihood ¢ to ¢*, which leads to updating the prior beliefs with
Bayes rule via ¢*. The interpretation is that, ex ante, she would like to choose from
any menu to maximise her expected utility under the Bayesian update. However, she is
tempted to maximise her expected utility under the Bayesian update of the prior given

the distorted likelihood. She is sophisticated and foresees the temptation of choosing
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according to the distorted posterior, influencing both preferences and beliefs. Thus, there

is a trade-off between acting according to the Bayesian and distorted posterior beliefs.

3.3.1 Axioms

In this section, I list the axioms on the preference relation = over contingent menus
yielding the representation in Section 3.3. I begin with the standard axioms that allow a

continuous utility representation of preferences over contingent menus to be obtained.
Axiom 3.1. (Order). The ranking - is complete and transitive.

Axiom 3.2. (Continuity). For each contingent menu F' the sets

{F'|F' = F} and {F' | F' Z F}
are closed.
I now introduce an axiom structuring the attitude to information. Since in this model
the individual has preferences for the information she receives, contingent menus with

the same informativeness play a special role. First, I define the support of a contingent

menu F

Mp:={M e M| F;(M) > 0for somes € S}.
Recall that a likelihood is a probability distribution over states defined in Equation
(3.3)
_ FW)
>y P (M)
Definition 3.1. (Identical Inference (II)) Two contingent menus F and F' satisfy
identical inference if, for each menu M € Mg N Mg, their likelihood is the same

KM,F (8) . (35)

Cyp =y pr.

Two contingent menus F, F” satisfying I have the property that, when a menu M
is realised from a probabilistic mixture of them, inference about the state is the same
regardless of whether it comes from F' or F’. To state independence, I first define the
relevant mixture operations. As usual, a mixture of two acts delivers in each state a
probability distribution that is the mixture of the one induced by the two acts. For any

two acts f, f’, state s and outcome x

Af+ (X=X f) (@) =Afs (x) + (1= A) [ (2).
As is standard in the menu choice literature, a mixture of two menus is a menu of

mixed acts, one of which is in the first menu and the other in the second menu. For any
two menus M and M’ and 0 < A <1,
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M+ A= ANM={N+0=-N[f|feMfeM}.
I now define mixtures of contingent menus. The contingent menu A\F' + (1 — \) F’
delivers a distribution of menus conditional on each state s, which is a mixture of F and
F!. For any two contingent menus F|, F’, state s and menu M

(AF + (1= \) F')_(M) = \F, (M) + (1 — \) F/ (M).

S

I now impose a weak version of independence that holds only among Il contingent

menus.

Axiom 3.3. (II Independence). For all0 < X\ <1 and contingent menus F, F', F" such
that F' and F" satisfy I and F' and F" satisfy 11, F - F' if and only if \F'+(1 — X\) F" 7
AF'+ (1= X)) F".

This axiom constrains preferences to depend on the realised likelihood. The intuition
for the axioms is as follows. Under expected utility, independence holds to induce prefer-
ences that are linear in probabilities. However, if preferences depend on the information
received, the standard independence axiom is not appropriate. This is because mixing
two contingent menus affects the likelihoods that they induce for each of their menu real-
isation. Preferences over information should not be linear in such mixtures of likelihoods.
[T Independence imposes indifference only for mixtures of contingent menus inducing the
same likelihood from menus in their common support.

Restricted to II contingent menus, the intuition for independence is the standard one
in the menu choice literature. Adapted to the present setting, it is as follows. Consider
a lottery over contingent menus delivering F' with probability A\ and F’ with probability
1—A. The intuition for independence suggests that F' ~ F” iff such a mixture is indifferent
to both F' and F’. Once justification for indifference between probabilistic mixtures and
AFg+ (1 — \) F! is provided, the intuition for independence is complete. Under the latter,
first, the state is realised, and the individual updates her beliefs and then chooses from
the available menu of mixed acts. Under probabilistic mixtures, randomisation among
contingent menus is performed before the individual’s choice. Hence, indifference between
the two amounts to indifference to the timing of resolution of these sources of uncertainty.
I briefly comment on such indifference in the conclusion.

Identify with y the contingent menu delivering in every state the singleton menu
containing the act yielding the outcome y with probability 1. To avoid trivial cases, I

assume the following.
Axiom 3.4. (Nondegeneracy). There exist outcomes y,y' in X for which y = /.

Next, I adapt to the present setting the Set-Betweenness axiom of the menu choice
literature. The intuition behind the axiom is that the individual prefers not to expand

the available menu with ex-ante suboptimal acts, as these create temptation. A new
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notation is needed. For any contingent menu F, menu M in its support and menu M’
outside its support, I denote with F;_,5;» a contingent menu equivalent to F' except that
any realisation of M is substituted with M’. The menu M’ should not be in the support

of F'; otherwise, £, would not be identical to ¢/ p.

’FM—>]W/

Axiom 3.5. (Set-Betweenness). For all contingent menus F and menus M, M’

F = Fyosw = F 2 Fusvom Z Fuswe.

The rationale for this assumption is the same as in the menu choice literature (Gul
& Pesendorfer, 2001), except it holds conditional on observing a menu realisation. The
preference F' - Fy/_,pp indicates that the individual would rather choose from M than
from M’, all else equal. Temptation cannot increase utility; hence, the individual prefers
not to expand M with M’ which contains ex-ante dominated options. Since the two
contingent menus are otherwise equivalent at the ex ante stage, the ranking in the axiom
follows.

The next axiom is the main departure from the literature. Its role is to ascribe the
source of temptation to belief distortion due to BDP. The idea is that the individual should
not distort her beliefs when observing a likelihood that satisfies her BDP preferences. To
state the axiom, I must define such a best likelihood. For this purpose, a few definitions
are needed.

The following is the set of all contingent menus that induce likelihood ¢ whenever

menu M realises

CM = {F | lyp=1}.

Then, I define the set of preferred outcomes at likelihood ¢!

Xoi= {2 € AX) | F 5 Flay o for all’ € A(X) and some F e Cf"}.

Owing to Il Independence, the ranking between any two menus M and M’ does
not depend on the specific contingent menu £, as long as ¢ p = €. Therefore, 11
Independence implies that “for some” in the definition of X, is equivalent to “for all”. A
generic element of X, is x,. For illustration, I will show that in terms of the representation

in Section 3.3 each x, satisfies the following:

xy € arg max u (x;/0).
‘ ggﬂé)( )

Fix a collection of outcomes (z;),.s. For each ¢, construct the contingent menu F*
such that Ff ({z,}) = £(s) and Ff ({z,}) = 1 — F* ({z,}) for all s.'” For each S, define
the likelihoods

HSince = is continuous and A (X) is compact, each X, is nonempty.

12 An example of the construction of such a contingent menu is shown in Appendix C.2.
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e {z e A(S) ‘ FCr Ffor all ¢ € A (5)} . (3.8)

I show in Theorem 3.1 that any (% satisfies Equation (3.5) for each S:

(5 € argmax max u(x;/l). 3.5
5 zegA(S) zeA(X) (w5 6) (8:5)

These likelihoods can be interpreted as follows. Say the individual can choose an
outcome in A (X), whose realisation does not depend on the state. For each event S, the
likelihood ¢ is the likelihood that the individual would prefer to observe at that event.
The likelihood determined via this procedure reflects the individual’s preferences over
information when it is not instrumental for choice.

One more piece of notation is necessary to state the axiom. Define for each menu M
and likelihood ¢ the set of acts

Fume = {f eM ’ F 7 Fpyqpn for all f € M and some F' € C}f}}.

Fix a menu M and a likelihood ¢ induced by it. Then, Fjs, is interpreted as the
set of ex ante best acts in M at that likelihood. If the individual could commit, she
would always choose acts from this set.'” To illustrate, I will show that, in terms of the
representation, acts in Fjs, are those maximising Equation (3.4) and therefore satisfying
for each ¢ and M the following

fe ar}glerg\lfxzs:pg (s)u(fl;0).

I now state the axiom.

Axiom 3.6. (Strategic Rationality for Best Likelihood (SRBL)). For each:
e couple of menus M, M’;
e contingent menu F' such that Uy p = (;

if Faromr e N FMuM/’gg/ # 0 for at least one lg,, then

F 7z Fyosw = F ~ Fysuowm.

The intuition for the axiom is as follows. First, notice that the axiom implies that
at the preferred likelihoods ¢ there is never temptation, as the antecedent is always
satisfied. There is no reason to distort beliefs if they are the desired ones. However,

the axiom imposes more. There is no temptation whenever the optimal choice under the

13Each menu M is a subset of the set of acts A (X)S. Since S is finite, A (X)‘S is the cartesian product
of compact spaces. By Theorem 2.61 in Aliprantis & Border (2006, p. 52), the cartesian product of
compact spaces is compact. A menu M is thus a closed subset of a compact space, and is therefore

compact. By compactness of M and continuity of preferences 77, each Fjs ¢ is nonempty.
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true and preferred likelihoods coincides. The intuition is that, in this case, there is no
trade-off between acting according to the true or distorted likelihood, and therefore no
demand for commitment.

It is instructive to consider what would happen if II Independence is strengthened
to hold among all contingent menus. In fact, the interaction between Il Independence
and SRBL allows interpretation of the distorted belief updating in the functional form as
coming from BDP and not from other cognitive phenomena. Assume that the individual
observes likelihood ¢, which is different from one of her preferred likelihoods £, at that
event. Say the same act in the menu M at her disposal is optimal under both likelihoods.
Then, she faces no temptation and picks this act. When [ [ndependence is strengthened
to hold for all contingent menus, regardless of their informational content, the individual
has no BDP. In terms of the representation, this means that u only depends on outcomes,
not on likelihoods. Preferences over likelihoods are flat, and SRBL implies that there is
never temptation. The classical version of independence and SRBL together imply that
the individual is always strategically rational and the model collapses to expected utility
with Bayesian updating. SRBIL traces the source of temptation to having an optimal
choice that is different under the true and preferred information, and its antecedent holds
for all likelihoods when there are no BDP.

The next axiom is an adaptation of state independence to the current setting. The
notation fsf’ indicates an act equivalent to f in state s and to f’ in all states s’ # s.
For each state s and menus M, M’ define the menu MsM' := {fsf'| f € M, f € M'}.

The menus of outcomes are denoted with L C A (X).

Axiom 3.7. (State Independence). For all contingent menus F, menus L, L', M and

states s, s’

F o Frsnspsm = F 22 Fromopsm.

The contingent menus F' and Fr¢_s1/sn are equivalent except in one realisation. The
first offers a choice of outcomes from L in state s, whereas the second from L’ in the same
state. The axiom requires that the ranking of the two contingent menus is preserved
when the state is changed. The intuition is that the individual’s preferences over menus
of outcomes are independent of the state in which the lottery realises.

Finally, I assume full support.

Axiom 3.8. (Full Support). For each state s, there exist contingent menus F and F’
such that for all menus M it holds that Fy (M) = F., (M) for each s’ # s and F ~ F'.

If two contingent menus are always indifferent whenever they are equivalent in each

state except one, then that state can be omitted without loss of generality.
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3.4 Results

Representation. The main result of this paper links axioms to the utility representa-
tion in Equations (3.6) and (3.7). The proofs are in Appendix C.1. I report the utility

representation and its properties.

Definition 3.2. A ranking 77 over contingent menus is a BDP if it is represented by
=3 p(s) Fa (MU (M; Ly ), (3.9)
M s

UM maX sz u (fo; ! +OMZP£* f87€Sg)
—ozgmaXsz 8 fs)ZSe)

fleMm

(3.10)

where:

1. u: A(X) x A(S) = R is linear in miztures in A (X), jointly continuous, bounded

and nonconstant for each ¢;
2. pis a full-support probability distribution over S;
3. ap > 0 for each likelihood ¢;
4. pg is the Bayesian posterior of p under likelithood (;
5. U5 satisfies Equation (3.11) for each S

(s € argmax max  u(z;f). (3.11)
teA(S) TEA(X)

I can now state the main result.

Theorem 3.1. The ranking 7~ over contingent menus satisfies the axioms Order, Conli-
nuity, II Independence, Nondegeneracy, Set-Betweenness, SRBL, State Independence and
Full Support if and only if it is a BDP.

If an individual’s preferences over contingent menus satisfy the axioms in the state-
ment of Theorem 3.1, she behaves as if she anticipates distorting her beliefs to satisfy her

BDP and act according to such distorted beliefs.

Uniqueness. [ describe the uniqueness properties of the representation. Denote with
0* = (£§) geas a collection of preferred likelihoods satisfying condition (3.8), one for each
event. Denote with p, the vector of posterior beliefs induced by observing likelihood ¢,

one for each s. Finally, a = (a),cns)-
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Corollary 3.1. Let (u,p, o, £*) represents 7, then (u',p', o', 0*) also represents 7= if and
only if:

1. there exists (a,b) € Ry x R such that

W =au+b and p = p;
2. for each likelihood ¢, if oy # ay, then £ = [, ;

3. 0§ = lg for each event S.

It is instructive to compare the uniqueness properties of the representation with pre-
vious results from the literature on BDP. Eliaz & Spiegler (2006) and Liang (2017) show
that preferences over posterior beliefs unique up to monotonic transformations cannot be
identified from choices of information and acts alone. The lack of uniqueness is because
the mean of the posteriors is equal to the prior beliefs. In the language of the current
model, they establish that the function U’ represents the same ranking as U if and only
if there exists (a,b,c) € R;; x R x RS such that for each likelihood ¢

U (0 :au(-;ﬁ)—l—b—Zc(s)pg(s). (3.12)

When taking expectations over U, the term ) _c(s)p¢(s) averages to a constant
for all likelihoods."* Eliaz & Spiegler (2006) provide examples showing how the lack of
uniqueness prohibits the identification of preferred beliefs. An individual’s choices of
information can reveal only preferences for probability distributions which mean is the
prior. Non-Bayesian updating is thus responsible for the identification result in Corollary
3.1. The uniqueness properties of U are inherited by the function u. Owing to the
functional form of U, the term ) ¢ (s) p¢ (s) must necessarily be null for Equation (3.12)
to hold. Since u(+;£5) appears but the average of ) c(s)pe (s), with the distorted
likelihood, is not a constant, ¢ must be 0 for the transformation to represent the same
ranking.

Identification of the model components allows elaborating on the behavioural meaning

of ay. First, define conditional preferences at likelihood ¢ as follows:

The algebra is as follows:

W Fu(M)p(s)
D op(E) E (M) e(s) > on For (M) p(s”)

s s’

>
M
S e fs) B () (5
M

SN0 B ()Y e () pas o (5) =
M

s s’

S
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M 7y M'if F 77 Fyrpp for some F such that £y p = £,

where “for some F” is equivalent to “for all F”” under the axioms. The ranking 77, is
represented by U (+; ¢). Consider act f and outcomes z, 2’ € A (X) such that for some ¢

Uy =e{fo} =e {2}, {f} =e {f, 2"} =0 {2'} and {x} = {2'}.

In other words, outcomes x and 2’ are tempting when choosing from menus {f, z},
{f,2'} and x and 2’ are not indifferent at likelihood ¢. Then

U({f};f)—u({f,x};f)=ae( ZP@ u(fl )

LRI R CEES st
Subtracting the two equations, the following expression for oy yields

Ufep O —U{f 2} 0
u(z; ) —u(al; )

Theorem 9 in Gul & Pesendorfer (2001) allows interpreting o, as a measure of self-

Qy =

control. The ranking 77, exhibits less self-control than 77} if for all menus of acts M and
M’, the ranking M >, M UM' =, M’ implies that the same must hold for 77j. In the
current setting, self-control is relative to acting according to distorted beliefs. There-
fore, the interpretation of oy can be adapted as a measure of the strength of motivated
reasoning. As in Epstein (2006), the number «y is an absolute measure. The difference
U f};0) —U{f,z};0) is the utility cost of self-control when the lottery z is available
but the act f is chosen. Then, ay, is the rate at which the cost of resisting temptation

increases as x improves, as measured by u (z;¢). It is the marginal cost of self-control at
likelihood /.

3.5 Discussion

In this section, I discuss the model and its relationship with the previous literature.
First, it is instructive to compare this model to Epstein (2006) and Gul & Pesendorfer
(2001), which are the closest in the decision theory literature. In the present model, the
distortion of the likelihood induces a change in both beliefs, via non-Bayesian updating,
and tastes, trough BDP. A change in both tastes and beliefs constitutes a departure from
the previous literature. In Epstein (2006), temptation arises because of non-Bayesian
updating due to cognitive biases, not BDP. The individual does not change tastes as
represented by u but suffers from updating biases. She is thus tempted to act according

to her biased posterior beliefs. In Gul & Pesendorfer (2001), instead, temptation arises
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because of a change in tastes. After observing her menu, the individual is tempted to
choose according to new tastes v. In the present model, both sources of temptation are
present and linked to each other. The individual distorts her posterior beliefs because her
tastes u depend on them. These distortions have structure, as distorted tastes are those
the individual would have if the true likelihood was her preferred one £*.

Second, I discuss the relationships with other models of BDP and non-Bayesian up-
dating. Compared with previous models, there are two main distinctions. First, I do
not take a stance on the cognitive process underlying belief distortion. The main ad-
vantage of this methodological stance is that the object of choice is observable and that
predictions do not rely on a psychological interpretation. Instead, previous studies have
resorted to various cognitive assumptions. As an example, in Brunnermeier & Parker
(2005) and Koszegi (2006), the individual chooses her beliefs. Assuming that beliefs are
chosen makes theories hard to test and obfuscates their revealed preference foundations.
Spiegler (2008) shows that in the two models above the individual violates Independence
of Irrelevant alternatives. The implication is that the individual’s ranking of options de-
pends on the set of options itself, and predictions vary significantly. A second relevant
model is that of Bénabou (2015) and Bénabou & Tirole (2016), where the individual
chooses the probability with which she forgets a signal and updates her beliefs by re-
calling such probability. Their model features multiple-selves with different preferences
playing a game whose equilibrium is a forgetting strategy. The drawback of such a
modelling approach is that the relevant unit of choice is not a single individual, which
complicates the interpretation of the theory and leaves degrees of freedom to conduct
welfare analyses. Second, in the present model non-Bayesian updating is not disjointed
from BDP. The models above instead make two disjointed assumptions: that individu-
als” well-being depends on their beliefs and how they update their beliefs. Instead, here
knowledge of the function u implies knowledge of how beliefs are distorted.

The informational parsimony in assumptions does not come at a cost to consistency
with the empirical evidence. The robust stylised fact that individuals update suitably
when facing good news but fail to properly account for bad news is consistent with the
model.”” When observing a likelihood different from the preferred likelihood, individuals
exhibit non-Bayesian updating, but they do not when they face what they want to hear.

I consider the posterior obtained by updating conditional on the likelihood ¢*, dis-
torted compared with the Bayesian update of the subjective prior p. This is in contrast
to previous literature, in which individuals distorted their beliefs compared with an ob-
jective probability distribution that is considered “true” or has an empirical counterpart
observable by the modeller (Brunnermeier & Parker, 2005; Yariv, 2002). The model thus
reconciles motivated belief updating to subjective Bayesianism in the tradition of Savage
(1972). Such distortion operates by interpreting the objective likelihood ¢ as ¢*; which

158ee Eil & Rao (2011), Garrett & Sharot (2017), M&bius et al. (2022), Drobner & Goerg (2024), among

others.

69



is arguably a mistake. I provide a second interpretation of the model in the concluding
remarks relying on a more “rational” view of such a decision criterion.

The particular choice of preferred likelihood requires justification. First, why consider
the preferred likelihood given that the choice is from the menus of objective lotteries?
An alternative is to identify the preferred likelihood when the choice is from among
all the acts. The outcome of acts depends on the realisation of the uncertain state.
Therefore, such a preferred likelihood would reflect not only preferences over beliefs but
also an evaluation of the instrumental value of beliefs. To illustrate why this procedure is
conceptually confusing, consider an individual with no BDP. Her “preferred beliefs” would
be those which put all the weight on states inducing her preferred outcome under some
act. The reason for limiting choice to objective lotteries is thus to identify only the BDP
component of the preferred likelihood, not the instrumental one. To see this intuition
formally, consider that if I were to strengthen [I Independence to hold for all contingent
menus, then for any event S, all likelihoods are indifferent, as discussed above. If the
individual has no BDP, her choices from objective lotteries do not depend on information
and preferences on likelihoods are flat. Assume that I considered preferred likelihoods
given that the choice is from some menu of acts M. The reasoning above would not hold;
the preferred likelihoods of an individual satisfying independence are those that induce
her preferred outcomes with probability 1 for some act. Therefore, SRBL together with
Independence would imply that an individual with no BDP is tempted to act according
to such degenerate beliefs, even if there is no reason to have them. Independence and
SRBL would not deliver standard expected utility with Bayesian updating.

Second, why consider the preferred likelihood when the choice is from all objective
lotteries and not one conditional on each possible menu of objective lotteries? This
procedure would make the preferred likelihood depend on the event and on the outcomes
in X that could be induced by the available acts and thus on the menu realisation. The
model would be more complex without a clear gain in scope. Moreover, the representation
would be weaker, as its components depend directly on the contingent menu. Regardless,
the expression of SRBL does not depend on the definition of best likelihood and can

accommodate other interpretations.

3.6 Application: Polarisation

In this section, I develop a simple application of the model to show how BDP can lead to
belief polarisation. I assume a sender wants to persuade an individual with BDP to take
a specific action. The example is a simple variant of the judge and prosecutor example
in Kamenica & Gentzkow (2011) and has various interpretations.

There is a binary state space S = {0, 1}. An individual chooses an action a € {0, 1}.
She has an identity i € [0, 1], representing a belief she would like to hold over the uncertain

state. The sender and the individual have a common prior over state 1 of p = 3/10. The
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individual’s utility of choosing action a at state s and likelihood ¢ is

w(a;s,f):—(a—8)2—(pz—i)2,

where p; is the posterior belief of state 1 at likelihood £.'° She would like to match the
state, but also hold beliefs that match with her identity. When ¢ = 0, the individual has
the same preferences as in Kamenica & Gentzkow (2011). Her optimal action ex ante,
under the prior belief, is a = 0.

Assume the sender wants to steer the individual toward choosing a = 1. The sender
can choose among Blackwell experiments, mappings between states and distributions
over action recommendations E : § — A ({0,1}), and commits to reporting the signal,
as in Bayesian Persuasion. The action recommendation a realised from the experiment
E induces the likelihood over states

lor (5) = ES—@_
>y Ey (a)

Once the individual observes a signal, her preferences over actions are BDP as in

Definition 3.2. Because py+ = 7, as long as a signal does not rule out any state, preferences

over actions are as follows:

— [pe(a—1)" + (1 = pe) (a — 0)* + (pe — i)°]
—a[i(a—1)2+(1—i)(a—0)2}
+al(l—1).

Otherwise, if a signal reveals the state, the second and third term of the equation

above cancel out and preferences over actions reduce to:

— [pela—1)"+(1—pg)(a—0)*+ (p—9)*].

The individual has an identity of i > /2, i.e., should would like to have a belief
favourable to the sender. The sender wants to maximise the probability that the individ-

ual chooses action a = 1. The optimal experiment is the following:'’

Ej(a) [0 1
/10 0 g 1—gq
3/10 1 0 1

Table 3.1: Optimal experiment for i € (1/2, 1].

16In the language of the model in the paper, each action is an AA act mapping state realisations to

differences between actions and the state.
17Computations for this section are in Appendix C.3.
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where

1= min{é:()jfzii—_f)))’l} '

When a = 0 or ¢ = 1/2, the optimal experiment is the same as in Kamenica &
Gentzkow (2011). The sender can induce the individual to choose action a = 1 more
often when the individual has i > 1/2 compared to what she can do in the standard case
when ¢ = 0. Moreover, the sender can do better when «, the strength of motivated
reasoning, is higher.

If the sender can target individuals with different identities, then they will have dif-
ferent beliefs. Even if two individuals with different identities observe the realisation of
the same experiment, they will distort beliefs differently. This simple example illustrates
how BDP can lead to belief polarisation even when individuals are subject to the same

information.®

3.7 Conclusion

In this paper, I develop a theory of BDP and belief updating that can be tested by
observing choices over contingent menus. I conclude by providing a second interpretation
of the model and discussing a few implications of the analysis.

The interpretation of the model in the main text is that the individual distorts signals
in the direction of her BDP preferences and updates beliefs with Bayes rule via distorted
signals. However, the model admits a second interpretation, closer in spirit to that of
Epstein (2006). When observing the realisation of the contingent menu, the individual
might revise her prior beliefs rather than distort the signal. The revised prior beliefs
are updated according to the true signal, leading to posterior beliefs satisfying BDP.
The conceptual distinction between these two interpretations relates to the supposed
“irrationality” of motivated reasoning. Distorting the objective likelihood of a signal is
arguably a mistake. However, revising a prior belief is not necessarily irrational. Since it
is a subjective belief, there is no objective counterpart to qualify it as “wrong”. Such an
interpretation is possible in this model because it features subjective beliefs contrary to
the objective lotteries framework in the past literature. Under this second interpretation,
discussing the trade-off between accuracy and utility from beliefs is meaningless, as there
is no “accurate” belief. Moreover, regardless of the subjective or objective nature of the
belief constituting a benchmark, both the current and previous models feature individu-
als having both the “true” belief and the “distorted” belief in mind. If the individual can
formulate the trade-off between accuracy and utility, she knows what is accurate, but how
can she believe something else then? This trade-off is a critical component of the BDP

literature (Bénabou & Tirole, 2016). If motivated reasoning is interpreted as a rational

BFor example, Kahan et al. (2012) results suggest that division over climate change stem from a desire

of individuals to form beliefs in line with those held by others with whom they share close ties.
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model of decision-making, the process leading to belief revision inconsistent with Bayes
rule cannot be explained in terms of an accuracy-utility trade-off. There is a second ele-
ment that favours the change in prior interpretation. The model requires independence,
which I justified with indifference to probabilistic mixtures. Why should the individ-
ual distort the likelihood of a signal and not the probability mixture of two contingent
menus? The change in the prior interpretation is consistent with the correct processing
of information coming from objective lotteries of contingent menus in the model. I thus
challenge the common wisdom that the accuracy-utility trade-off is a conceptually ap-
pealing tool for theories of motivated belief updating. A trade-off between material and
belief-based utility, such as the one formulated in the first example in Section 3.2, seems
more intuitive.

Adopting a model of BDP leading to non-Bayesian updating has implications for
agreement theorems in the style of Aumann (1976). Two individuals with the same
prior beliefs but different BDP have distinct posteriors beliefs, even if these are common
knowledge. Individuals with the same BDP will instead have the same posterior beliefs.
This does not necessarily follow from previous models, in which BDP and non-Bayesian
updating are disjointed assumptions. This violation of Aumann makes BDP suitable
candidates for explaining phenomena of polarisation and assortativity on the basis of

preferences, as hinted in the application in Section 3.6.
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Chapter A

Appendix for Chapter 1

A.1 Equal Sacrifice in Games

I map normal-form games to claim problems.' This exercise allows defining equal sacrifice
universalisation for any sacrifice rule. I restrict attention to two-player games. Here R,
and R, . denote the non-negative and positive real numbers, respectively.

A claim problem is an ordered list ({1, 2}, (z;);cs) where {1,2} is the set of players
and z; € R, is the claim of individual 7. An award is y; € R, satisfying 0 < y; < z;
for all 7. In my formulation, the claim of each player in a game is the maximal expected
utility for consequences he can obtain, which I denote with V;.? Therefore, z; = V; for
all <. An allocation rule maps claims to awards 7 : R, — R%. An equal sacrifice
function is a continuous, strictly increasing and hence invertible function R : R, — R.

The equal sacrifice allocation rule relative to the function R and sacrifice s € R, is

T (zi,2-) == (R7' (R (V;) — s))iel‘
As an example, the equal loss rule mg (z;,7_;) = (7; — 5),; in the main text has

R (x;) = x; for all z;. In a game, utilities depend on actions, so denote

Uf (iya) = Y aia)ai(ai)ui(paga )

Q,a—;
for each (a;,a—;). An action profile inducing the maximal expected utility for i is

(oz;‘, a’ii) so that U¢ (oz;‘, afi) = V;. Then, action a** induces sacrifice s relative to the

%

function R if

R (R(US (af, %)) —s) = Uf (of®,ar,) .

1 ) —1

A player exhibits equal sacrifice universalisation with respect to R if his universalisa-

Rs| _ . Rs

tion function is Tj,» o+ &

T redirect the interested reader to Thomson (2019) for a general treatment of claim problems. Notice
that the model in this section is not related to game-theoretic analyses of claim problems surveyed by
Thomson (2013). The only purpose is to determine players’ universalisation functions, not to distribute

a given endowment.
2In this appendix, I employ the utility representation for simplicity, but everything could be defined only

using ordinal preferences 7-;.
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A.2 Proofs

Proof of Theorem 1.1. 1 omit necessity and focus on sufficiency. First, for each a_;,

consider the set of actions

A (A,) = {ai € A(A) | Tosar () = oz_i} .

This is the set of all actions that are universalised to ar_;. Since the game is reduced, all
actions in A%~ (A;) that induce the same act are the same action. Moreover, preferences
~; satisfies independence when restricted to A®-i (A4;) by Universalisation Independence.
By Weak order; Non-triviality and Theorem 4 in Battigalli et al. (2017), preferences 7Z;

are represented by

U (q) = Y il pi(as)t(paya s =), (A1)

[
for each a; € A*~ (4;), for some function ] unique up to affine transformations and
unique beliefs p;.

Now consider the set of actions inducing constant acts

A (4;) = {ai € A(A) | paya; () = pay,a () for each paira_;,a’ ;and 2} .

The game restricted to action inducing constant acts is also reduced, and by Lotteries
independence, preferences 7—; restricted to constant acts are a continuous weak order satis-
fying independence. With a slight abuse of notation, I denote the probability consequence
x realises under the constant act induced by action a; € A°(A4;) with p,,(x). Again by
Theorem 4 in Battigalli et al. (2017) preferences 7-; over actions inducing constant acts

can be represented by

U () = Y pa, (2) wi (@), (A.2)

for each o; € A°(A;), for some u; unique up to affine transformations. Equations
(A1) and (A.2) imply that u(x, a_;) should represent the same ordering as u(z) for each

a_;, and therefore that preferences over actions in A®~¢ are represented by

U (i) = Y ailag)mi(a—i)ui(paga_,). (A.3)

ai,a_;
for each a_;.

Now consider the set of actions inducing the same act

AT (A) = {ai € A(A) | pa, = [} -
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By Universalisation evaluation, preferences =; over A/ (A;) must be consistent with
preferences with constant acts. By Equation (A.2) and by Universalisation evaluation,

these are represented by

Ui (i) = Z ai(ai)Tor or il (a—i)ui(pasa_.,), (A.4)

ana_;

for each a; € AT (A;).

In the next step, I will “patch” the functions U? in Equation (A.3) and Uf in Equation
(A.4) into a unique function which is a convex combination of the two. In particular,
I exploit the fact that the two functions are mixture linear on overlapping subdomains.
Each mixed action «; induces a pair of acts (,Oa” Pai,Tos o o] ) where the second is a
constant act. Pairs of acts lie in a connected convex domain with a product structure.
By Theorem 2.2 in Chateauneuf & Wakker (1993), preferences 77; on the whole domain

of mixed actions can thus be represented by

Ui () = (1 = k) U (o) + kU{ (o)

for each «;, and the result follows.
H

Proof of Proposition 1.1. For the profile (o, &) to be a SKFE, it must be the case that, for

each mixed action o and player i

S al@)ala)ui(pua) > Y d(a)a (@ )ui(poa ) (A.5)

ai,a—; ai,a—

Under HK preferences, player i evaluates action a by’

Z afa;)oa—;)ui(paga_;)-

For (a, &) to be a Nash Equilibrium in a game between two HK, it must be the case

that, for each o/ and i

Ui() = Y alaala—iu(paa,) 2 Y a'(@)a’ (a-)ui(paa_,) = Uile)  (A6)

a;,a_; a;,a_;

=

Equation (A.5) and (A.6) are equivalent, one is satisfied only when the other is too,

which concludes the proof. n

Proof of Proposition 1.2. For the profile (a;, a_;) to be a MKE, it must be the case that,

for all players ¢ and real numbers r > 0

3Preferences in games are usually represented by utility functions over action profiles. Since HK payoff

only depends on his action, I can stick with my notation without loss.
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Z a;(a;)a—i(a—)wi(pa;a_;) Z r-ag(a)r - ai(a—)ui(pasa;)- (A.7)

aq,0—4 ai,a—4

Under MHK preferences relative to the profile (o, «_;), player i evaluates action o
by*

7“ az Z T aZ al T (a—i)ui(paiﬂ—i)'

aq,0—4

For (ay, a_;) to be a Nash Equilibrium in a game between two MHK, it must be the
case that, for all players ¢ and real numbers r > 0

Ui(ai) = Z ai(ai>a—i<a—i)ui(,0ai,a_,-) > Z . ai(ai)r : @—i(a—i)ui(P%a_,-) = Ui(r : Oli)

Qj,a—; ai,a—;

(A.8)
Equation (A.7) and (A.8) are equivalent, one is satisfied only when the other is too,

which concludes the proof. n
I here prove a version of Proposition 1.3 that holds for all equal sacrifice rules.

Proposition A.1. Assume the game is symmetric. Then, if an action is optimal under

ESU with k = 1 with respect to any R, it is also optimal under HK.

Proof of Proposition A.1. 1T employ the notation of Appendix A.l. Pick a profile imple-
menting the maximal expected utility for material consequences for player i, denoted
(a7, a%;). An action af** inducing sacrifice s for rule R satisfies the following:

R (R (UF (of 0%;)) = 5) = Uf (0, 0%y) .

—1

Since the game is symmetric, the profile (oz;‘ , oz*_i) also induces a maximal consequence
for player —i as U, -C( fat ) =U¢, ( s *-‘) Then, the condition for equal sacrifice of

Rs — of for every s. The universalisation

—1 is equivalent to the one of i, that nnphes o;
function of player 4, if he has ESU preferences, is thus Ty: o« [af*] = aff*, which is the
same as the one of HK. Therefore, if an action is optimal under ESU with k = 1, it is

also optimal under HK. O
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Chapter B

Appendix for Chapter 2

B.1 Proofs

Proof of Proposition 2.1. First, I show that if a mechanism implements a meritocratic
social choice function, it is meritocratic with respect to merit criteria A; which agree with
M for each i. Assume that p implements a meritocratic f, that is, for each preference

profile 7 and for every Nash equilibrium strategy profile a*(*) it holds that

Since f is meritocratic, for each individual ¢ and profile 2Z_;, for all preferences —;, =%,
it holds that

i Mz = f(Ziz-i) Rif (2

N7,7N Z)

Equivalently,

Zi Mz = g(ai(Zi, ), 04(2)) Rig(a; (Zi, Z-i), a74(2)),

and therefore the mechanism is meritocratic with respect to some merit criteria such
that

(07 (Zi» Z=i) a23(Zi, =) Aia (T, i), a2 (25, Z—a)-
I show that each merit criterion A; must agree with M. Suppose, for the sake of

contradiction, that for some individual 7 and some fixed a_; the criteria A; and M do not

agree. Then there exist two actions a;, a; and corresponding preferences ;, 2~} such that

~1 ~Ud

m Mozl but (@05 ), a (o 5e)) Al (S 5ma), ati (i 5)-

1\~ ~v— 2 ~1) ~—1 2\~ ~u— ~L ~—

Then, the mechanism would not be implementing the meritocratic f, as for the mech-

anism to be meritocratic it must be the case that

g(a:(?\:;?i—z Z) (?\:;w\/ Z))R g( (Nl7r>\: l) aii(i—;iv?\:—i)L

but
FCZi ) Rif (220 i)
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Conversely, assume that p is meritocratic with respect to some criteria A;. Then, for

for all preferences 7—; for each Nash equilibrium

~T) N’L’

each individual i and profile = _;,
profile a*(7), it holds that

(a7 (Zi» Z-i), 0% (Zi Z-)) Al (i, Z-i), 074 (Zh i)

9(a; (i, Z-i), a2y (T i) ) Rig (a7 (25, i), a2 (5 Z-i)).
Then, such mechanism implements a meritocratic social choice function f with respect

to some criterion M. By an argument similar to the one of the previous paragraph, it

follows that each A; and M agree. n
Proof of Proposition 2.2. Fix an individual i and consider two preference relations —;

and 7=}, each having a unique maximal element z*(7Z;) and z*(Z}) in X, respectively. Fix

~1)

any profile a_; and consider actions a;, a; such that

glai,a_;) = 2 (Zi) and gl a-i) = =7 (Z))-

By the agreement condition between the merit criteria A; and M, it must hold that

(ai,a_;)Ai(a;,a_;) <= 7, M 7.

Since A; satisfies Pareto Merit, substituting x*(7Z;) and z*(Z}) delivers

(a;,a_;)Ai(a},a_;) < [ *(zi) Rjx* () for all j and x*(z;) Py 2™ (7)) for some j]

By the agreement condition, it follows that

§1M§;<:>[ “(zi) Rj ™ (7)) for all j and 2*(Z )P:c(>’)forsome]]
[

Proof of Proposition 2.5. 1 start with item 1. I first show the necessity of assumptions.
Suppose the mechanism is a Proportional Meritocracy.

Meritocracy. Define the merit criterion so that (¢;,¢_;)A;(¢;,¢_;) means ¢; > ;. Then
by the monotonicity of «a;, it holds that a;(¢;,¢_;) > (¢}, ¢_;) whenever ¢; > (. Hence

gi(li, €)= ai(li, li)c (Zﬂ) > () (Z€> = gi(€;,0),
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which means a more meritorious action yields a strictly preferred outcome for 7. Thus
the mechanism is meritocratic.

Welfarist Reward. In a Proportional Meritocracy, each individual i’s consumption is

O{Z<€) C_1 (Z €]> .

Since each individual preferences are increasing in consumption, Welfarist Reward is
satisfied.

Conditional Labour Monotonicity. Since «; is monotonic in ¢;, if ¢; > ¢}, holding ¢_;
fixed, then o;(€;, 0—;) > a;(€;,0_;). Thus (4;,0_;)A; (€, 0_;).

Scale-Invariance. Since «; is homogeneous of degree zero, scaling ¢ to Al does not
change the values of «;(-). Hence if (¢;,¢_;)A;(¢},¢_;), the same ordering persists after
multiplying all labour inputs by any A > 0.

I now show that the assumptions imply the mechanism is a Proportional Meritocracy.

Feasibility. Maximal total consumption is

¢ (zj: @-) .

Since preferences are increasing in consumption, a no-waste argument implies

Zgz‘(@ =c (Z gj) :
i J
Define the shares

a;(l) = Lﬁ)
o (20)
Then ), o;(¢) = 1. I prove that «;(¢) is monotonic in ¢;, holding ¢_; fixed, and
homogeneous of degree zero.
Monotonicity. By Labour Monotonicity, ¢; > €. implies (€;,¢_;)A;(¢},¢_;). Because
@ is meritocratic and R; =2;, by Welfarist Reward, it follows that g;(¢;,¢_;) is strictly
better, i.e., a larger consumption, than g;(¢;,¢_;). Hence «o;(¢;,0_;) > a; (€5, 0_;). So «; is
non-decreasing in /;.
Scale-Invariance. The ordering (¢;,0—;)A;(¢}, ¢—;) implies (M;, M_;)A;(AC, M ;) by
Scale-Invariance. Since ¢; > 0 <= (€;,0_;)A;(¢},¢_;), this ordering persists under
scaling, and hence «;(Al) = «;(¢). Thus «; is homogeneous of degree zero.

Together, these conditions imply the mechanism

50 = ai(t) <! (Z@)

is a Proportional Meritocracy. This completes the proof of item 1.
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I now prove item 2. I first show that if

o) = =7 (Z gj) |

then Labour Monotonicity holds. As before, one checks that >, a;(¢) = 1, oy(¢) is
strictly increasing in ¢;, and «;(A\) = «;(¢). Defining (¢;,¢_;)A;(¢}, ¢_;) to mean ¢; > /!

satisfies Labour Monotonicity, because

b b5 ai(0) > ai(0).

>
ngj N ngj

I now show that the assumptions imply item 2. Assume the mechanism is meritocratic,

l; > U <—

satisfies Welfarist Reward, Labour Monotonicity and Scale-Invariance. By part 1., it is

already a Proportional Meritocracy. I must show that

4

Oéz(g) = Zj gj.

Since Labour Monotonicity means

UG > 0 = (b, l) A (6, 0-),

meritocracy plus Welfarist Reward implies ¢; > ) <= o;(¢) > o;(¢'). Also, Scale-
[nvariance forces a;(Af) = a;(£). Hence ;(¢) depends only on the ratio £;/ ), ¢;. That

li

for some strictly increasing function F. Since ), «;(¢) = 1, a standard argument
(Aczel, 1966, ch. 2 Th. 2) yields F(x) = z. Thus
li
a;(l) = S0
Lastly, I show agreement with the merit criterion M. The argument proceeds by
contradiction: if MRSy, is not uniformly smaller than MRS, the agreement fails. Sup-
pose there exist preferences =7; and 77 such that MRS, (¢;,4;) < MRSy (¢;,y;) in some
regions, but MRS, (£;, ;) > MRSy (¢;,y;) in others. I show this violates agreement.
In the region where =Z; has MRS-, < MRS/, it is easier to make Z; better off with

fewer consumption units for the same labour. One can select a labour level ¢; at which

gl(&,gfl) = Zg—%%cl <Z€J>

is strictly preferred by 7—; to the outcome from a smaller labour ;. In the region

where 2Z; has MRS, greater than MRSy, one can choose a smaller labour £; that yields
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an outcome g;(¢;, ¢_;) preferred by 7Z; to the outcome of the bigger labour ¢;. Hence one

obtains

g, 0=3) Zi g(0, L) and  g(0,0-;) =i g(L, =)

However, agreement demands

G >l = i Mz

But also reversing the roles (¢, > ¢;) would force = M 7,;, and thus I reached a

contradiction.
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Chapter C

Appendix for Chapter 3

C.1 Proofs

Proof of Theorem 5.1. Necessity is omitted. I only prove sufficiency.
First, I study the properties of conditional rankings on menus induced by preferences
over contingent menus. For each likelihood ¢, the ranking ~~ induces the conditional

ranking 7=, on the set of menus M defined as

M 7y M' if F 7 Fyp for some F such that £y, p = ¢,

where F' and Fj;_, ) coincide except for one realisation delivering M in the first when
the second delivers M’ ¢ Mpg. Any two contingent menus F' and Fy,_, . satisfy 11, as
they coincide except when delivering M and M’ inducing the same likelihood. By II
Independence, any mixture of F', Fi; 5 with a third contingent menu Fi;_,p~ preserves
their ranking. Therefore, for all likelihoods ¢, the ranking -, satisfies Independence on
the set of menus M. Due to Independence, the ranking between any two menus M and
M" under 77, does not depend on the specific contingent menu F', as long as {y; p = /.
Therefore, Independence implies that “for some” in the above definition of 7, is equivalent
to “for all”.

I now study properties of conditional preferences on particular singleton menus. The
set of all contingent menus is C. For any collection of likelihoods indexed by menus

{ = <Z M) , consider the set of contingent menus
MeM

C; = {FEC‘EM,F:ZMandM:{f} for one f € A (X)® for allMGMF}.

Contingent menus in any C; only deliver distributions of singleton menus containing
an act for each state s and the same likelihood Z{ 7y for each menu realisation { f} in their
support. The set of such contingent menus is a set of AA acts F' : § — A° (M), each
inducing the same likelihood at time 1 for each of the menu realisations in their support.
The ranking 7 on each C; satisfies Order, Continuity and Independence, and hence has
a standard AA representation. By standard results (Fishburn, 1970, Theorem 13.1 pag.

176) preferences over contingent menus in C; have the following representation

w(F) =Y S EAMU (fn). (1)

{ry s
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for all I € C;, where U ( f; Z{ f}) represents the conditional ranking iz?{f} over single-
ton menus.

The next step is to employ Theorem 1 in Liang (2017) to show that Order, Continuity,
IT Independence and Nondegeneracy imply that preferences over menus depend on the
likelihood these induce. Liang (2017) has a different setting, assumes the set of outcomes
is infinite and has different axioms, so a few modifications of his proof are needed.

I now prove two preliminary lemmas that allow me to employ Liang’s result. Recall

that fsf’ is an act equivalent to f in state s and to f’ in all states s’ # s.

Lemma C.1. Assume = satisfies Order, Continuity, and II Independence. Then, for
any collection of likelithoods Z, if '€ C; and Z{f,} (s) = 0 for some f" and s, then

F~ F{f/}ﬁ{fsf/} fO’f’ all f

Proof. Preferences over contingent menus in each C; are represented by Equation (C.1)

2 (F)= Y3 RN (L), (1)
{ry s
and therefore

U (Fyyousm) = 2 2 (Funowsm), AFDU (£:0)

{7y A {fsf'}y &

3 Fipyoprsm) e WsFDU (sl )

Due to the definition of fsf’, it follows that the last term is equal to

> (Finsim), {fsfHU (féf; Z{f}>
s'#s

+ (Fnsissey), AfsfHU <fs;z{f}> :

If Z{f/} (s) = 0 then Z{fsf/} (s) = 0 and (Fypyoqsspy), ({fsf'}) = 0. The last term
of the equation is thus equal to zero. Therefore, changing f’ to f in state s leads to
indifference. L

Lemma C.2. The ranking = satisfies Order, Continuity, 11 Independence, Nondegener-
acy if and only there exist a function % representing 7, that is mizture linear in contingent
menus satisfying 1.

Proof. The set of finite probability distributions on M is a mixture space and each
contingent menu F': § — A° (M) is an AA act inducing only lotteries with finite support.
Any two mixtures of two contingent menus satisfying I also satisfy [I. Therefore, if
F = F' = F” and F, F" satisty 11, there exists a unique A such that A\F'4+ (1 — \) F” ~ F”
(Fishburn, 1970, Theorem 8.3 pag. 112).
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Consider two contingent menus such that F' > F’ and F; ({zs}) = 1 and F. ({z}}) =1
for all s. These contingent menus induce a distinct singleton menu in each state, and
therefore each of their realisation reveals the state. These two contingent menus exist by
Nondegeneracy. For each contingent menu G such that F' = G = F’, define % (G) to be
equal to the unique A such that AF' + (1 — \) F' ~ G.

For each contingent menu G satisfying II with F” and such that G > F', define % (G)
to be 1/x where A is the unique number such that A\G+(1 — X) F’ ~ F. For each contingent
menu G satisfying 11 with F' and such that G < F”, define 7 (G) to be %/ (x-1) where A is
the unique number such that A\F' + (1 — \) G ~ F".

Consider a contingent menu such that G < F’ but G and F' do not satisfy [I. This
means that, for some s, {zs} € Mg, the support of menus induced by the contingent
menu G and (g, 3¢ (s) # 1. By Lemma C.1, F' ~ F, 3 y(fs2.) for all f and s’ # s, since
Uizy,r (s") = 0 for all s # s. Because the support of any contingent menu is finite, there
is always an act f such that the menu {fs'z,} is outside the support of G. Therefore, it
is enough to define % (G) using the procedure above and mixing it with Fi, j-,(fsz.3- A
similar construction works if G > F' but G and F’ do not satisfy 1.

By Proposition 1 in Liang (2017), the utility function %/ is well-defined, represents

the ranking 77, and is linear in mixtures of contingent menus satisfying I1. O]

I now prove that Order, Continuity, II Independence, Nondegeneracy are equivalent

to the following expected utility representation.

Proposition C.1. The ranking = satisfies Order, Continuity, 11 Independence, Nonde-

generacy if and only if it can be represented by

UF) =7 > p(s)F (MU (M; ) (C.2)

for all contingent menus F, where U : M x A(S) — R is continuous and bounded on
both M and A (S) and p € A(S).

Proof. Since preferences over contingent menus 2~ satisfy Order, II Independence, Con-
tinuity, and Nondegeneracy, by Lemmas C.1, C.2 and Theorem 1 in Liang (2017), the
necessity and sufficiency of the representation in Equation (C.2) holds.

I now prove the continuity of U by contrapositive, I show that if it is not continuous,
then Continuity does not hold. Suppose that I is not continuous at some point (Mo, £o)
in M x A(S). Then, there exists ¢ > 0 such that for every 6 > 0, there is a point (M, ¢)
satisfying:

d(M, M) <3, ||0—b| <6, and |UDM;E) —UMyly) | > e,

where d is the Hausdorff metric. Consider a sequence (M,,¥,) — (Mo, ly). Con-
struct a sequence of contingent menus F, such that for each n, the menu M, has
> p(s) Fsn (M,) > 0, and the likelihood £y, f,. Since the mapping from F), to

89



(Zp (S) Fs,n (Mn) >€Mn,Fn>

is continuous, and % (F,,) depends on U(M; lyy, F, ), the discontinuity in U at (M, {o)
leads to a discontinuity in % (F,) at the corresponding Fy. This contradicts Continuity,
which requires % to be continuous in F' (Fishburn, 1970, Theorem 3.5 p. 36). Therefore,
U must be continuous on M x A (S). Since U is continuous on a compact space, it is
bounded. O]

I now study the shape of U. Because 77 satisfies Set-Betweenness, each 77, inherits

the property

M?\;g M = M?\;gMUM/ ?\:g M/, (03)

for all menus M, M’'. By Order and Continuity, all 77, satisfy analogous properties.
Since each ranking 7—, satisfies Order, Continuity, Independence, and Set-Betweenness as
expressed in Equation (C.3), by Theorem 1 in Kopylov (2009) it can be represented by

/

 (1:6) =g {U 104V (7:0) — oV (7200} (.

for all menus M and likelihoods ¢, where the functions U (-;¢) and V (-;¢) are contin-

uous, bounded and linear in convex combinations of acts. Moreover, for all likelihoods /,
the functions U (+;¢) and V (-;¢) satisfy the mixture space axioms.

The state dependent version of AA theorem and their continuity imply that these

have the following functional forms

U(f;0) =Y ulfslis), V(0 => v(fils) (C.5)

for all acts f: S — A(X). Each u(+;¢,s) and v (+; ¢, s) is continuous, bounded, and
linear in mixtures of lotteries over X.

The next step is to obtain the stronger state-independent subjective expected utility
representation. Recall that L C A (X) denotes a menu of outcome lotteries and, for each
state s and menus M, M’, the definition of the menu MsM' :={fsf'| f e M, f' € M'}.

Lemma C.3. Assume 7 satisfies Order, State Independence, and Nondegeneracy. Then,

for all menus L, L', M, likelihoods ¢ and states s, s’ the ranking 7-, satisfies

LsM =y L'sM = Ls'M =, L's'M. (C.6)

Moreover, for all menus M, likelihoods ¢ and states s, if LsM ~, L'sM for all menus
L and L', then {(s) = 0.
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Proof. By definition of 77, the antecedent of condition (C.6) holds if F' 7= Fronsprsp for
some contingent menu F such that {1y r = ¢. By State Independence, for each state s’

and F, it holds that F' =~ Frya /e, which implies Ls'M 7=, L's' M.
If ¢(s) # 0 under the hypothesis of the second part of the Lemma, then Order and
State Independence would imply that L ~, L for all L, L', contradicting Nondegeneracy.
O

I now consider again preferences over contingent menus in C;. By Proposition C.1,

these are represented by the following expected utility function

=> > e R{fHU (f?z{f}> : (C.7)

{ft s
By the first part of Lemma C.3 and Nondegeneracy, each function u in the first part
of Equation (C.5) has the subjective expected utility form (Fishburn, 1970, Theorem 13.2
pag. 177), and therefore Equation (C.7) can be rewritten as

=22, (ZP Fy {f})> Pg,, (8)u (fs; Z{f}> :

{ry s
The probability a menu {f} realises is >, p(s") Fy ({f}), while the probability state
s and menu {f} realise is p (s) Fs ({f}) . By the chain rule, pg,,, must be the Bayesian

posterior of p and therefore for each menu {f} and state s

pr (s) = Z{f}(S)p(S) _ F,({f}pr(s)
TS iy () p(s) e Fe U p ()

Without loss of generality, for each likelihood ¢ and state s

u(-5b,s) =pe(s)u(-:0), (C.8)

where p, is the Bayesian update of the prior p under the likelihood ¢. By Full Support
the prior p has full support. By Equation (C.8), the first part of Equation (C.5) can be

rewritten as

pr f37 . (Cg)

Lastly, I study the shape of V. For this purpose, I need to construct a specific class
of contingent menus. The following is the set of all contingent menus inducing likelihood

¢ whenever menu M realises

M:{F€C|£M7F:£}

Next, I define the set of preferred outcomes at likelihood /¢
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Xpi={@ € A(X)| F 2 Flayogory for all ' € A(X) and some F e ¢/}

A generic element of X, is 2. Define contingent menu F so that F, ({z,}) = 1 for all
s, with xy € A (X). This is a contingent menu whose all menu realisations are singletons
containing an outcome and revealing the state. Normalise % (F) = 0. For each event
S, for each likelihoods ¢ € A (S), construct contingent menus F' as follows. First, o
coincides with F outside S, that is Fﬁ (M) = F, (M) for each state s ¢ S and menu M.
For each s € S, two properties must hold:

L F({a}) =1 F, ({.));

2.0 l.

{xf}vfz -

The contingent menu F always induces the likelihood ¢ when the singleton menu
{z,} realises. By Theorem 1 in Liang (2017), for any contingent menu FZ, there always

exist a unique decomposition such that

1 —¢ |S|—1>_ ; _
—F+( F=M'1(1-\NF,
S S =4

where the contingent menu F* satisfies properties 1. and 2., plus F' ({z,}) = £(s),

and A= 32,7, ({wr}).
By Lemma C.2 and because % (F) = 0, it follows that

) (347) e v
7 (F) =3 F () 7 (FY).

In the construction of Proposition C.1, the function U ({x,};¥¢) is defined to be
% (F!). Moreover, since {z} is a singleton menu whose only element is an outcome,
by Equations (C.41) and (C.9), the function U ({x,};¢) represents the same ordering as
u (2¢;€). Therefore, observing choices among menus constructed as F allows identifying
the preferred likelihoods according to the ranking represented by w.

For each event S, define the likelihoods

0y € {E e A(S) ‘ F'r F for all £/ € A (S)} . (C.10)

These are the likelihoods in the statement of SRBL. Because % (F 5) represents the
same ordering as u (z,; £), and because x, € X, for each ¢, likelihoods satisfying condition

(C.10) also satisfy Equation (3.5), for each event S

o
ot
~—

(5 € argmax max u(x;/l).
s zegA(S) NS (25 0) (
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The next step is to use SRBL to show that for each event S, for each likelihood
e A(S)

V(5 0) = apU (5 05) + Be (C.11)

for some (% satisfying condition (C.10), with a, > 0 for each ¢ and for some number
Be. That is, the temptation ranking at event S coincides with the ranking U when one of
the preferred likelihoods at that event realises. I prove the claim by contrapositive, i.e.,
if V' (+; ) represents any other ranking, then SRBL is violated.

Assume that, for an event S and a likelihood ¢ € A (S), the temptation ranking
V (+;0) does not represent the same ranking as any U (-; £%) over acts, for all £% satisfying
condition (C.10). The implication is that there exist two acts f, f’ such that U (f;£%) >
U(f';05) and V (f';€) > V (f;£). Consider the menus M = {f} and M’ = {f'}, and a
likelihood ¢ such that the antecedent of SRBL holds, that is

Furonere N Faronr e, 7 0 for at least one (5, (C.12)

where one such ¢ always exists, since the set of likelihoods satisfying condition (C.10)
is non-empty and taking ¢ from that set suffices. By Equations (C.2) and (C.12), there
is a common maximal element of U (+;¢) and U (+; £%), for one (%, in M U M’, which by
hypothesis must be f. However, the maximal element of V' (-;¢) is f’, which, by Equation
(C.2), implies that F' > Fy/pome, in violation of SRBIL. Therefore, if Equation (C.11)
is violated, then SRIBL is violated.

By Equations (C.4), (C.9) and (C.11) it follows that for each menu M, event S and
likelihood ¢ € A (S)

UM max{zpe u(fs; l +OéeZp1z* f&g*)}

(C.13)
—%%WZMW u(fels),
which, together with Equation (C.2) delivers the representation.
O

Proof of Corollary 5.1. 1 omit the necessity part of the statement. Suppose that both
(u, p, o, £%) and (u', p', o/, £"*) represent 7, where £* = (£§)gys is a collection of likelihoods
satisfying condition (C.10), one for each event. I first show the uniqueness properties of
u and p. By AA subjective expected utility theorem, u' represents the same ranking as
u if and only if, for all likelihoods ¢, there exists as, by € Ry, x R such that

u' (:50) = agu (£) + be and py = py. (C.14)
For each likelihood ¢ € A (), either
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ay # 0and 0 # ¢ (C.15)

or not. The vector (u,p,a, *) violates Equation (C.15) if and only if (u/,p’, o/, £'*)
also does. If this is the case, either ay = 0, from which also aj, = 0, or { = (%, and

then, by Equation (C.13), any couple of ay, o preserves the ordinal ranking. If Equation
(C.15) holds, Theorem 4 in Gul & Pesendorfer (2001) implies that

74 ('; é) = AV ('; ﬁ) + Bv,g (C16)
U'(-:0) = AU (5€) + Buy (C.17)

where, by Theorem 3.1, for each event S and likelihood ¢ € A (.5)

V(f;0) —OéeZpe u(fs; ls)

for all f and one (% satisfying condition (C.10). For each act f, event .S and likelihood
e A(S)

U’(f;é)zzpz() u' (fs; 0)
—Zpe (agu (fs;€) + be)
—anpz u(fal +sz
= aU (f; 0) + By,

from which A, = a, for all likelihoods ¢. By the uniqueness result in Theorem 1 of

Liang (2017), the function U’ represents the same ranking as U/ if and only if there exist
(a,b,c) € Ry, x R x RY such that for all likelihoods ¢

U () =ald (10)+b= ) c(s)pe(s)
Define the set of all contingent menus only containing singleton menus in their support

C:= {FGC‘M:{f} forsomefeA(X)SforallMeMF}.

By Theorem 3.1, preferences over C are represented by

=D > p(&)E DU (fibisyr)

{ry s

for all F € C. Therefore, U is defined as U for singleton menus, and it inherits its

uniqueness properties (Kopylov, 2009). In the present setting
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U ({f};€) = aU (f;0) + Buy
=ad ({f};0) + Buy,

from which a; = a and Byy =b— ), c(s)ps(s) for all £. Because of the functional
form of U, the function U’ only represents the same ranking if ¢ = 0. In fact, for each

event S and likelihood ¢ € A (S), substitution into the representation delivers

w0 (0136) = {00+ V" (£56) = gV (720}

feMm fem

:ngeaﬁ{aU(f;f)—i—b—Zc(s)pg(s)

S

o (w (Jils) +0— 3 c(s)per <s>)

S

— Imax oy <aU (f'505) +b— ZC(S)WE (s)) } :

S

When taking expectations of U, averaging the term ) _c(s)py (s) makes it constant
and equal to the prior for any likelihood, allowing to preserve the ranking.! However,
the same does not hold for ) c(s) pe (s). Therefore, to preserve ordinal equivalence, ¢
must be null, otherwise the expression ) c(s)ps (s) does not average to the prior and
U’ does not represent the same ranking as U. Moreover, by Equation (C.14) it follows
that b, = b for each /.

Next, I derive the uniqueness of «, for each likelihood ¢. For each event S and
likelihood ¢ € A (), substitution of u in the expression of V' delivers

VI (f,0) = ap Y pe (5) (au (£ 05) +b)
= aoy Zpeg (s)u(fs;ls) + Byy

=aV (f,€) + Bvy

LConsider the representation in Theorem 3.1. The algebra is as follows:

/ / / Fs/ (M)p (5/)
2.2 PO F DY e penr () =33 () (M) Y () s T o

M s s’ s s/

M
=3 () F (M) p(s)
M

S



for all f, where the last equality follows from Equation (C.16) and the fact that A, = a
for all ¢. Therefore, oy = o, for each ¢ to preserve the ordinal ranking.

Lastly, I show that, for each event S, if the likelihood ¢ part of ¢ represents the
same preferences over contingent menus as £%, then ¢¢ (s) = (% (s) for all states s € S. 1
prove it by contrapositive, if this is not the case, then SRBL is violated.

First, I show that any two £§ and ¢¢ must induce the same posterior beliefs. Fix an
event S and assume that both £ and (g satisfy Equation (C.10) and that py: (s) # pex (s)
for some s. Then, U (-, ¢¢) does not represent the same ordering over acts of U (-, £%).
Assume this is not the case and these represent the same ordering over acts. Then, the
representation of the ranking over constant acts u (-; £5) must be an affine transformation
of u (:;£5). However, since by hypothesis pgs (s) # pes, (s) for some s, and by Equation
(C.9), U (+;£%) does not represent the same ordering over acts of U (+; %), which is absurd.

By Theorem 3.1, preferences over menus at £ can be represented by the following

U (M; £5) = max {U (f:£5) + U (f:£5) = maar U (f/;f’s*)} ,
for each menu M, since ¢ satisfies condition (C.10). For any menu M, the antecedent
of SRBL holds, as (% satisfies Equation (C.10) and therefore trivially

/1%

Farom ey, N Faomr ey # () for at least one (¢ satisfying Equation (C.10).

However, if U (-;¢¢) and U (-; £%) do not represent the same ordering over acts, its con-
sequent will not hold in general. Consider two acts f, f’ such that U (f;03) > U (f'; %)
and U (f';0%) > U (f;04) and construct menus M = {f} and M’ = {f'}. By Equation
(C.2), F = Fyypune for any F such that £y p = €%, in violation of SRBL. Therefore, if
peg (8) # pey, (s) for some s, then SRBL is violated.

Fixing a prior p, there is a one to one relationship between likelihood and posterior.
For each likelihood ¢ and state s

By Equation (C.14), the prior p representing preferences is unique. Therefore, since
the posteriors satisfy pys (s) = pey, (s) for each s, it follows that 5 (s) = (% (s) for each s.
O

C.2 Construction of Best Likelihoods

I here provide an example of the construction of contingent menus that allows to identify
the preferred likelihoods in Theorem 3.1. I start from these two contingent menus, F' and

F, where the utility of the second is normalised to 0:
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F F
{z;} (0.1,0.4) (2.} (1,0)
{y}  (0.9,0) (.} (0.1)]
{z} (0,0.6) > ’

The aim is to represent a combination of these two contingent menus as a combination
of three contingent menus, one for each menu in the support of F'. The combination will
be such that a part of it averages to give 0 utility and the rest gives the utility of each
menu in the support of F' at the likelihood it induces in that menu, preserving their
realisation probability. Each of the three contingent menus is then defined as the utility
of choosing from their corresponding menu in F' at their likelihood.

Each of these contingent menus must contain one menu realisation from F' at the
same likelihood. So, for each menu in the support of F', I change the probability of its
realisation in each state until it coincides with its normalised likelihood. Then , I fill the

rest of the contingent menu with elements from F. As an example, for {z,}

{z} (0.2,0.8)
{zs,} (0.8,0)
{zs,}  (0,0.2)

All three of them are as follows:

{za}  (0.8,0)
{z,}  (0,0.2)

I must construct a linear combination of these that coincides with a linear combination

{zs} (0,1)

{z} (0.2,0.8)
[ {2} (1,0)

{u} <1,0>] [{z} <0,1>].

of the original contingent menus F and F. In F, conditional on a state, a menu M realises
with probability F, (M). In the three new contingent menus, conditional on a state, the
probability that a menu M in the support of F' realises is its normalised likelihood,
namely % Therefore, to make the conditional probability of realisation coincides,
the weight on each new contingent menu must be ) |, Fiy (M), to cancel the denominator.

However, summing for each menu yields

> > Ee(M)=|S|,

MeMp s
which is greater than 1. Therefore, the weight on each new contingent menu should
be Zs+ﬁ(m, which results in the following linear combination:

{z;} (0.2,0.8)
0.25 | {zs,} (0.8,0) +o.45[

{z,}  (0,0.2)

{y} (1,0

fra) ] T

{3 1>] |
{za} (1LO)
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Since the conditional probability of each menu has been divided by the number of

states, the probability of realisation of F in combination with F should be 5

$| to make
conditional probabilities coincide

{z} (0.1,0.4)
5| (09,0) |+
{z} (0,0.6)

{z} (0.2,0.8)
—0.25 [{z,,} (0.8,0) +o.45[{y} (é,())
{z,} (0,02) {z} (0,1)

1
2

{rs,} (0,1)

{0} <1,o>]

+0.3

{2} <o,1>]
{z,} (1,0)

The conditional probability any menu in F realising also coincides in both linear
combination, as it is

Yo Fe(M) (. F.(M) .
M%\:A |S| (1 Zsqun(M)) S| > (ZF (M))

MeMp
T( S S FRen) - > FS(M)>
MeMp s MeMp
1
mﬂ S|-1)
_1s1-
\3!

C.3 Computation for Section 3.6

I here provide the computations for the application in Section 3.6. The sender chooses a
vector of ¢;, r; for all 7, i.e., an experiment as follows:

E(a)| 0 1
o0 @ l1—g

3/10 1 1—7’1‘ T

Table C.1: Experiment for individual 4.

He must be sure that each i follows the action recommendation. As long as ¢; and r;
are in the interior of the unit interval, the programme is :
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7 . ) 3( s ) ' .
- — 00— — l—al(l1=12)-0412-1
10 (%(1—7“i)+%6]i 100\ & (1 —r)+ 156 (=9 |

7( q; ) 3( 1—r; ) . .
"W 11 0—af(l—i)-1+i-0]
10\ 21 —r)+ 5 10\2(1—r)+ 5q

7 1 q; 3 T; . .
_ L - 0—al(l—i)-14i-0
10 <13_0ri+1_70(1_%‘)) 10 (%Tz“F%(l—(h)) ( ) ]

7( 1 —q ) 3< r ) | |
> —— 00— — 1—af(l—4)-0+i-1]
10\ &r+ (1 —q) 0\ Zn+ 21—

The terms (p; —4)” and a[(i — )] appear in both sides of all inequalities and are
therefore omitted. If r; = 1, then when the individual observes the recommendation to

choose a = 0 the state is revealed and ICy_,; reduces to 0 < 1, that is always satisfied.
The constraint 1C}_,o becomes:

from which

4—10a(2i — 1)
T1—a(2i—1))
When o = 0 or i = 1/2, ¢; coincides with the solution of the Bayesian Persuasion

problem with standard preferences. The derivatives of ¢; with respect to o and 7 are both
negative.

4 =
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C.4 Notation

Symbol [elements] Name Mathematical object
X outcomes compact metric set
A(X) [z,v] (lotteries over) outcomes  compact metric set
S [s, ] states finite set
SCS events finite set
fif acts functions S — A (X)
M M, M| menus compact metric set
A° (M) finite lotteries over menus compact metric set
C [F,F] contingent menus functions § — A° (M)
> preference subset of C x C
l likelihoods probability distribution over S
P prior beliefs probability distribution over &
De posterior beliefs probability distribution over S
u utility functions functions A (X) x A(S) - R
U utility functions functions M x A(S) - R
/4 utility functions functions C — R

Table C.2: Symbols, their names, and corresponding mathematical objects.
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