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Scientifically, a dilettante’s idea may have the very same or even a greater bearing for
science than that of a specialist. Many of our very best hypotheses and insights are due
precisely to dilettantes. The dilettante differs from the expert (...) only in that he lacks a
firm and reliable work procedure. Consequently, he is usually not in the position to control,
to estimate, or to exploit the idea in its bearings. The idea is not a substitute for work; and
work, in turn, cannot substitute for or compel an idea, just as little as enthusiasm can.

Both, enthusiasm and work, and above all both of them jointly, can entice the idea.

- Max Weber, Science as a Vocation

ii



Abstract

This thesis consists of four independent chapters which study financial intermediaries and
uncertainty from a macroeconomic perspective.

The first chapter provides new empirical evidence on the heterogeneity inside the finan-
cial intermediaries, namely the collection of commercial and shadow banks. Using a struc-
tural VAR model, we run two sets of experiments to explore the reaction of different banking
sectors to different shocks. In the first experiments, we adopt short-run and proxy identi-
tication methods to check how they react to monetary policy shocks and discover that the
same contractionary monetary shock triggers different responses in commercial banks and
government-sponsored enterprises (GSEs). In the second experiment, we use the max share
identification method to respectively determine the shocks that affect banks and shadow banks
the most. The shocks likely differ highly across commercial banks and GSEs, but commercial
and private shadow banks might be highly connected. These results confirm that understand-
ing the heterogeneity and interconnectedness of the banking sector is essential for ensuring
policy effectiveness and economic stability. Therefore, sector-specific supervision and regula-
tions of the banking system are needed to monitor shocks propagation and amplification by
the financial system.

The second chapter studies the impact of monetary policy on the credit allocation of glob-
ally operating banks. We develop an analytical framework for global banking based on a port-
folio approach. In the model, global bank allocates their lending to both domestic and foreign
borrowers for diversification benefits, but foreign lending comprises higher uncertainty due to
cross-border frictions. Managing the uncertainty is costly and depends on banks’ profitability
driven by margins between lending and deposit rates. As a result, the effect of expansionary
monetary policy on bank lending allocation is state-dependent. In times of low-interest rates
and large balance sheets, a further cut in the interest rate decreases bank profitability and has

opposite effects on domestic and foreign lending, thereby increasing home bias. Extending
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the model to a dynamic general equilibrium setup with nominal rigidities, we find that with
the portfolio re-balancing of the global banks, the prolonged period of low-interest rates is
accompanied by a persistently high home bias, which is consistent with the empirical obser-
vation of the variations of bank home bias, and the overall effectiveness of monetary policy is
compromised.

The third chapter empirically examines the home bias of globally operating banks. We
collect quarterly data on a country level for the past two decades and compute the bank home
bias index. Banks have exhibited a V-shaped home bias for many countries during the past
two decades. Next, we analyze the drivers of banks” home bias using a structural vector au-
toregression model on US data. The results show that foreign uncertainty explains over forty
percent of home bias variation, but not domestic uncertainty does not have a symmetric op-
posite effect. In addition, the monetary policy rate increases and then suppresses bank home
bias. We extend the analysis to all the countries in our sample using a panel regression model
and find similar patterns for uncertainty and monetary policy effects. Lastly, we study the
cyclicality of bank home bias and confirm that the bias is negatively correlated with domes-
tic output, indicating that domestic economic fluctuation can spill over to foreign countries
through global bank lending quantity variations.

The last chapter explores different types of uncertainty shocks arising from different types
of financial assets, with empirical evidence and a theoretical framework. First, by applying
novel identification methods in structural autoregression (SVAR) models on different asset
categories, we provide novel evidence on the heterogeneity in responses of real economic
variables to uncertainty shocks. We show that uncertainty shocks generated by stock volatility
have less impact than gold volatility in the post-crisis era. Both types of uncertainty shocks
induce changes in the sentiment of both investors and households. Based on these findings,
we sketch a simple theoretical framework that illustrates how fundamental uncertainty, asset-
specific characteristics, and non-fundamental behavioral factors contribute to asset volatilities,

which potentially accounts for the heterogeneities in the uncertainty shocks identified.
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Chapter 1

Shadow Banks vs. Commercial Banks:

Different Responses or Different
Shocks?

1.1 Introduction

Banking is a pervasive phenomenon, not something to be dealt with merely by legislation directed at
what we call banks. Chicago economist Henry C. Simons made this sharp observation in 1936,
and the message has not become obsolete. The past few decades have witnessed profound
changes in the intermediary financial sector. Commercial banks ceased to be the dominant
player, and a group of innovative financial institutions collectively known as shadow banking
gradually took up shares in the market. While carrying the name "bank" and performing
credit intermediation, this strand of financial intermediaries differs from traditional commer-
cial banks in two significant ways. One difference is that shadow banks rely heavily on whole-
sale funding from the money market and other financial institutions, unlike commercial banks,
whose primary funding source is retail deposits. Another striking feature of the shadow bank-
ing sector is the extensive use of financial tools and innovations, such as loan securitization.
Their business model of original-to-distribute is thus very different from traditional banks’
originate-to-hold nature.

Although it is straightforward to interpret shadow banks as a competitor to commercial
banks, their relationship is more complicated than mere substitutions. For instance, commer-

cial banks may hold a considerable amount of asset-backed securities (ABS) on their balance
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1.1. INTRODUCTION

sheets as collateral, which are products of shadow banks. Another example would be com-
mercial banks issuing guarantees for shadow bank liabilities. The twofold relation can be seen
from the data. Figure 1.1 displays the quantity of loans originated by commercial and shadow
banks. We can see that since the 1980s, during which financial deregulation and innovation
took place, shadow banking loan origination outpaced commercial banks up until the Great
Recession. However, the year-to-year growth rates of loans originated, shown in Figure 1.2,
indicates that while the growth rates sometimes exhibit opposite directions, there are also
periods with a high correlation between the two sectors. Complicated financial links and
transactions among these banks can often obscure the interdependent structure of the system.
Lacking a clear understanding of such intricacy of the system can undermine the effectiveness

of the monetary and financial policy and lead to overlooking the systematic brewing risk.
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Figure 1.1: Loan Origination Quantity.

Notes: The plot shows the quantity of loan origination by four groups of banks, commercial banks,
narrow shadow banks, government-sponsored enterprises, and total shadow banks. Details on the
classification of the banks can be found in Appendix ??. The loan quantity is in real terms (deflated
using core CPI). Shaded regions denote the crisis periods.

Based on these observations, we ask the following questions in this paper: What drives
the variations in the loan origination quantity of the banking sectors? Do they respond to the
same shock differently, or do they respond to fundamentally different shocks? Our approach
to answering these questions is thus also twofold. The first is to investigate the responses of

commercial and shadow banks to shocks that are known to be influential to the banking sector,
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Figure 1.2: Loan Origination Growth Rate.

Notes: The plot shows the year-to-year growth rate of the quantity of loans from the commercial and
shadow banking sectors. Shaded regions denote the crisis periods.

which, in our case, is monetary policy shock. The second starts from a different direction: We
pin down the shocks that can explain most of the variations in each banking sector and then
compare whether these shocks are alike.

To examine the responses of all banking sectors to one common shock, we start with the
most apparent candidate: monetary policy. To what extent does monetary policy drive the
variations of commercial banks and shadow banks? Understanding these questions is crucial
for the comprehensive evaluation of the effectiveness of monetary policy. While banks and
shadow banks are both financial intermediaries that supply credit to the economy, their dis-
tinct business models, that is, originate-to-hold versus originate-to-distribute, and differences
in the types of loans they originate, imply that they have vastly different implications for
economic growth. For instance, it determines whether the loans are directed more towards
investments or consumption and whether the additional leverage is on safe borrowers or bor-
rowers of less qualification. In addition, if the same policy rate adjustment leads to different
responses from commercial and shadow banking sectors, the policy can have unintended con-
sequences on financial stability. This is especially worrying if a contractionary policy tilts the
balance towards the shadow banking sector. Since shadow banks are less regulated and rely
more on the originate-to-distribute mode, they tend to invest in riskier projects where credit

risks might occur. Moreover, shadow banks employ various short-term money market tools to
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fund long-term projects. Consequently, they are more prone to roll-over risks and bank runs.
Most importantly, since the products of shadow banks, namely the securitized assets, are
widely used as the private safe asset in the financial system, risks accumulated in the shadow
sector can be highly contagious to other parts of the financial system, as made evident by the
2008 crisis.

Therefore, to answer this question, we employ structural VAR models with different iden-
tification methods. We find that monetary policy affects not only the size of financial interme-
diaries but also the relative shares of shadow banks and commercial banks in loan generation
activities. Unlike commercial banks, shadow bank loans, in particular, government-sponsored
enterprises’ loans, increase after contractionary monetary shocks. Moreover, there is consider-
able heterogeneity within the shadow bank sector. The reactions remain robust after we add
money market funds (MMFs) to the model, which is believed to be important for wholesale
money supply. The results indicate that the heterogeneity in the asset side of the balance sheet
of shadow banks is robust to changing conditions on its liability side. Interestingly, we find
that MMFs react to contractionary monetary shock in the opposite way to commercial banks.
The finding is consistent with recent observations by Xiao (2018), in which the author states
that contractionary policy boosts MMFs but suppresses commercial banks” deposit collection.

Our finding shows that monetary policy shocks do not account for most bank loan vari-
ations. To identify the underlying shocks that are more influential to the banking sector, we
proceed from the opposite direction. Instead of studying the reactions of banks and shadow
banks to a known shock, we pin down unknown shocks that have been influential to these
banking sectors, which are not necessarily the same for banks and shadow banks. Because
the two sectors serve different groups of borrowers, the underlying shocks that drive the fun-
damentals for these two groups of banks could be different. For instance, since we know
that shadow banks hold more securitized loans on their balance sheets, shocks that affect sec-
tors such as real estate or the automotive industry, the loans of which are often securitized,
may have a larger impact on the shadow banking sector than traditional banking. Therefore,
this possibility calls for a completely different approach to shock identification for the SVAR
model.

To be more specific, the idea is to identify shocks without imposing any restrictions on
their nature or origins, nor do we presume the shocks identified for the two sectors turn out
to be the same. The only criterion of identification would be the extent to which these shocks

can explain the variations in banking sectors respectively. To achieve this goal, we adopt the
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max share identification method developed by Uhlig et al. (2004). With this approach, we
solve the problem of shock identification as a maximization problem, which pins down the
most influential shocks to each banking sector’s loans.

Using this framework, we confirm the structural difference between commercial and government-
sponsored enterprises, as there are fundamentally different shocks that can account separately
for the forecast error variances of these sectors. The results also confirm the underlying link
between private shadow banks and commercial banks, as the shock to commercial banks even-
tually got transmitted to the private shadow banking sector. We see that the shock that con-
tributes the most to the commercial bank sector has a delayed impact on the narrow shadow
banking sector but with no significant impact on the GSE sector. The shock for narrow shadow
banks increases both commercial bank loans and GSE loans at a similar magnitude; the dif-
ference is that it impacts commercial bank loans contemporaneously, whereas the effect on
GSE loans comes with a delay. The shock for GSE, however, does not significantly impact
commercial or narrow shadow bank loans.

In addition, we compare the pre-crisis period to the post-crisis period and find signifi-
cantly different patterns. The shocks that explain changes in GSE sectors have a considerable
influence on commercial banks. On the contrary, the link between narrow shadow banks and
commercial banks diminishes. Commercial bank shocks no longer produce or explain narrow
shadow bank loan responses and vice versa. The results indicate that the interconnectivity of
the banking industry has undergone a transformation after the Great Recession. Further ex-
amination is needed for close supervision and regulation to ensure the stability of the banking

system and the financial sector.

Literature Our research mainly relates to three strands of Literature. The first is the study
on the interaction between monetary policy and financial intermediaries. Adrian and Shin
(2009) provides a general description of how market-based credit intermediation becomes
increasingly essential. Adrian and Shin (2008) documents empirical evidence of short-term
interest rates affecting broker-dealer asset growth. Adrian and Shin (2010) develops a model
with a value-at-risk constraint to show how monetary policy rate affects risk pricing and
stress the role of short-term interest rate in determining the balance sheet growth of financial
intermediaries. Bianchi and Bigio (2017) develops a model that explicitly accounts for the
liquidity transaction between banks on the inter-bank market and articulates how monetary

policy determines banks’ choice between lower liquidity shock and higher profits. Heider
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et al. (2015) also focuses on the inter-bank market and liquidity, emphasizing asymmetric
information about asset quality, which gives rise to counterparty risk. Our study may serve
as an empirical examination of the impact of monetary policy on the liquidity situation in the
financial intermediaries sector.

The second strand is the study of the shadow banking sector, particularly its role in mon-
etary policy effectiveness. On the one hand, the existence of the shadow banking sector can
undermine the effectiveness of monetary policy (Estrella, 2002), as is the case with China’s
quantitative monetary policy (Chen et al., 2017). On the other hand, monetary policy is also
one of the driving force of the dynamics of the shadow banking sector, as shown by Nel-
son et al. (2018) on how contractionary monetary policy increase shadow banking activities.
Moreover, shadow banking may indirectly affect monetary policy outcomes by changing com-
mercial banks” liquidity conditions. Loutskina (2011) finds that securitization activities can
sabotage the efficacy of open market operations, as banks now have liquidity assets other
than reserves. Besides shadow banking activities involving securitization, shadow banks in
the deposit market, namely money mutual funds, also affect monetary policy transmission.
Xiao (2018) finds that during monetary policy tightening, liquid deposits created by shadow
banks increase sharply. This paper attributes to this strand of studies by providing a more
detailed decomposition of shadow banks and a separate examination of banks and shadow
bank loans.

The last strand of Literature is the role of monetary policy in financial stability. Ever
since the Great Recession, research on monetary policy has shifted from focusing on a rule
that targets only output gaps and inflation to have a more general framework, acknowledg-
ing that monetary policy may directly affect financial stability. Borio and Zhu (2012) gives a
comprehensive review of the possible channels through which such a risk-taking channel of
monetary policy operates and its correlation with more traditional credit channels. Various
empirical studies have proved the existence of such a channel in the banking system. These
studies are followed by a heated debate of whether monetary policy should have a macro-
prudential goal, or at least “leaning against the wind” (Svensson (2018)). Our paper provides
evidence for this debate, showing how monetary policy may inevitably change the game for

participators in credit intermediation, therefore, can have a potential financial stability impact.

Layout The rest of the paper is organized as follows. Section 1.2 introduces the data we use

and several stylized facts about the shadow banking sector. Section 1.3 gives the empirical
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methods and results of the first approach, showing how monetary policy has a different im-
pact on different financial intermediaries. Section 1.4 introduces the second approach using
max share identification and documents the results of shock identified for each banking sector.

Section 1.5 concludes.

1.2 Data and Stylized Facts

1.2.1 Definition

Before diving into the analysis, we need to define commercial and shadow banks of interest
and introduce the key features of the relationship between the two. As briefly stated in the
introduction, a broader definition of shadow banks should include two categories of financial
intermediaries: the first, which we refer to as liability-side shadow banks, engage in retail deposit
competition with commercial banks but invest mainly in risk-free or low-risk liquidy assets.
Examples of this type of shadow bank include money market funds®. The second type, which
we refer to as asset-side shadow banks, or just shadow banks in this paper, rely on wholesale
funding and engage in loan origination and other forms of risky lending, especially asset
securitization. In this paper, we narrow the scope of our analysis of shadow banks to the
second type and focus on banks’ lending behaviors, not liability structure. For a more detailed

description of the banking sectors, see Appendix 1.7.1.

1.2.2 Measurement

The data we use for this research is mainly U.S. Financial Account data, which consists of a
detailed description of the transactions and levels of all financial assets and liabilities in the
U.S. financial market. The data provided is classified both by sector and by instrument. The
literature has two consensuses of measuring shadow banking, which we will refer to as total
and narrow shadow banking. The former is used in paper Adrian and Shin (2010), and the
latter in Gertler et al. (2016). Table 1 shows the eight institutions classified into total shadow
banking and their corresponding labels in the data set. Adrian and Shin (2010) narrows the
definition of shadow banks down to the first three of these eight institutions. Therefore we
will refer to this definition as Narrow Shadow Banking (NSB). Nelson et al. (2018) definition
further includes Government-sponsored enterprises (GSE) and GSE mortgage pools, and we

will refer to these two as Total GSE.

"Kairong Xiao (2018)
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To show that our definition of Narrow Shadow Banking and Total GSE pick up the majority
of loan generation by the shadow banking sector, we plot the composition of loan generation
in the shadow banking sector over the years in Figure 1.24 in Appendix 1.7.2. Among all the
institutions in the shadow bank category, GSE, ABS Issuers, and Finance Companies account
for a substantial share of loan generation. However, their trends are quite different. We can
see that the loans by ABS issuers started snowballing in the 1980s and taking over the share

of finance companies. In contrast, GSE loan size stayed quite stable.

1.2.3 Stylized Facts

To examine the heterogeneity inside the shadow banking sector, we follow our classification of
narrow shadow banks (NSB) and government-sponsored enterprises (total GSE) and compute
the loan growth rates of these institutions respectively. The results are shown in Figure 1.3
and Figure 1.4. As we can see, the year-to-year growth rate is similar to the general trend but
departs from time to time. The trend for total GSE has never been quite the same as commer-
cial banks. Their trends seem to be going in opposite directions, particularly during the years
before the crisis. We can see a more precise cut for narrow shadow banks: before the 1980s,
they were highly synchronized with commercial banks. This is hardly surprising, as Figure
5 shows that during this period, the size of narrow shadow banks is dwarfed by commercial
banks. However, as the growth picked up pace during the 1980s, the synchronization was no
longer sustained. Narrow shadow bank loans have become more volatile and have shorter
cycles than commercial bank loans. Furthermore, they almost always have a higher growth
rate, which again reversed right before the crisis as shadow bank loans took a nose dive. To
sum up, the two components of shadow banks have different characteristics, which we will
investigate in more detail in the following sections.

There is considerable heterogeneity inside shadow banking sector. Following our classi-
fication of narrow shadow banks (NSB) and government-sponsored enterprises (total GSE),
we compute the loan growth rates of these institutions. The results are shown in Figure 9.
As we can see, the year-to-year growth rate are similar in general trend, but departs from
time to time. Trend for total GSE has never been quite the same as that of commercial banks.
Their trends seems to be going into opposite directions in particular during the years before

the crisis. For narrow shadow banks, we can see a clearer cut: before 1980s they are highly

2The sudden increase in GSE loan size after 2008 is due to the change in accounting rules in which GSEs moved
mortgage pools into consolidated balance sheets.
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synchronized with commercial banks. This is hardly surprising, as Figure 5 shows that dur-
ing this period the size of narrow shadow banks are dwarfed by that of commercial banks.
However, as the growth picked up pace during the 1980s, the sychronization is no longer
sustained. Narrow shadow banks loans seem to have become more volatile and have shorter
cycles than commercial bank loans. Furthermore, they almost always have higher growth rate,
which again reversed right before the crisis as shadow bank loans took a nose dive. To sum
up, the two components of shadow banks indeed seem to have different characteristics, which

we will investigate in more detail in the following sections.

1.3 Monetary Policy Shock

1.3.1 Model Specification

In order to identify monetary policy shocks and estimate their effects on the banking sectors,

we estimate the following VAR:
Yt =Bo+Biyr1+ -+ Bpyr—p + 1y t=1,---,T (1.3.1)

where y; is a n X 1 vector of endogenous variable, By is a vector of constant, B; to B, are
n x n coefficient matrices, and u; is reduced-form errors. The model can be estimated by
standard ordinary least squares (OLS). Define €; as the vector of the orthogonal structural
shocks with unit variances. We assume that the relationship between the structural shock and
the reduced-form innovations is given by u; = Ae;. To identify the monetary policy shock, we

need additional assumptions to pin down the matrix A.

1.3.2 Identification

We identify monetary policy shocks using two different methods: short-run identification and

proxy identification.

Short-run Identification With Short-run identification, we impose restrictions on which con-
temporaneous variables may be affected by each exogenous shock. Following the standard
practice proposed by Christiano et al. (2005), we include output, inflation, and monetary pol-
icy rate in the vector of endogenous variables. More importantly, since our goal is to analyze

the responses of banks to monetary policy shock, we add to the macroeconomic variables the



1.3. MONETARY POLICY SHOCK

balance sheet components of the three banking sectors that we are interested in, namely com-
mercial banks, narrow shadow banks, and government-sponsored enterprises (GSE)3. Under
this specification, the assumption is that the monetary shock will react to changes in GDP and
inflation but not to the other balance sheet variables?.

Under this assumption, the model is identified by performing Cholesky decomposition to
the variance-covariance matrix, ~ = A’A, where A is a lower-triangular matrix that pins down

the relationship between structural shocks €; and reduced-form errors uy, i.e., uy = Ae;.

Proxy Identification The assumption that monetary policy shock does not respond to con-
temporaneous innovations to banking sector balance sheet variables may be too restrictive. To
relax this recursive restriction, we introduce a second identification method, which is proxy
identification with the two-stage least-squares (2SLS) method following Stock and Watson
(2012) and Mertens and Ravn (2013).

The identification assumption is as follows. Denote €! as the structural of interest, which,
in our case, is the monetary policy shock, and denote €/ as a vector containing the rest of
the structural shocks. Similarly, denote u! as the reduced-form residual for the monetary
policy and u{ as that of the other variables. Suppose that there exists an additional exogenous

variable Z; that satisfies the following conditions
EZiel] =9, E|Zel| =0 (1.3.2)

where ¢ # 0. With this exogenous variable, we can use the 2SLS method to identify the
monetary policy shock. In the first stage, we regress u} on Z; to obtain the fitted value 7} that
contains the information from the structural shock solely; in the second stage, we regress all
q 7P

other reduced-form errors u; on u

ul = o+ it + & (1.33)

The regression coefficient ; is equal to %, where a, = (alp, A2p; oo anp)/ is the vector in the
matrix A that corresponds to the monetary policy shock, and a;, the component of this vector

that excludes the coefficient for variable p. Given the ratio between the entries, %, further

3Detailed description of the variables we used can be found in Table 4.12.

4Regarding ordering the balance sheet variables, there has yet to be a consensus on the channel of influence
among different banking sectors. To start with, we assume the commercial banks move first, followed by narrow
shadow banks and GSEs. We change the order to check the robustness of the assumption.

10
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computation using the variance-covariance matrix X pins down the values>. The SVAR model
is then partially identified, as we recover one column a, of the matrix A that pins down the
monetary policy shock.

To proxy monetary policy shocks, we use the data from Gertler and Karadi (2015) and
Nakamura and Steinsson (2018). Following Gertler and Karadi (2015), we use one-year con-
stant maturity yield on U.S. treasury securities as the monetary policy indicator. The start and

end dates of the proxy variables are given in Appendix 1.7.3.

1.3.3 Results

Before studying the impact of monetary policy shock on banking sectors, we first run an SVAR
model that includes in y; only the standard macroeconomic variables and one risk indicator
to examine the behavior of the monetary policy shock identified using two methods®. Figure
1.5 shows the impulse responses of the variables to the monetary policy shocks identified.
Figure 1.6 gives the forecast error variance decomposition. As can be seen from the figure, the
monetary policy shocks identified using short-run and proxy identification generate similar
responses from the real output. However, the response of inflation exhibits a price puzzle,
i.e., price increases in the short run following the unexpected monetary policy tightening.
Meanwhile, the risk appetite of the market, reflected by the excess bond premium (EBP), an
index developed by Gilchrist and Zakrajsek (2012), does not react to the shock identified.
In contrast, the monetary policy shock identified using the proxy approach mitigates the
price puzzle, as inflation decreases on the impact of the policy shock. Moreover, it induces
a significant increase in the excess bond premium, reflecting that the risk-taking appetite of
the market decreases after the monetary policy tightening. The results are consistent with the
tindings of Gertler and Karadi (2015).

Nevertheless, the forecast error variance decomposition shows that the short-run mone-
tary shock can explain over eighty percent of the forecast error variance on impact. The proxy
shock, however, only explains forty percent, less than half of the variances from the short-run
monetary shock, indicating that the shock might not capture all the effects of a monetary
policy shock. The explanatory differences can arise from the construction of the proxy vari-

ables used in the identification. Since the proxies are obtained using high-frequency methods

5For a detailed description of the computation on the proxy identification, see Appendix 1.7.3.

®To keep consistency, we also use one-year constant maturity yield on U.S. treasury securities as the monetary
policy indicator in the short-run identification. The results are still robust when using federal funds or shadow
rates instead of one-year bond return.
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1.3. MONETARY POLICY SHOCK

applied to a short time window around the FOMC announcements, they might not capture
the complete responses to monetary policy shock. However, the proxy shock does explain
significantly more responses from the excess bond premium.

We now add to the endogenous variables the loan origination of different banking sectors.
Figure 1.7 gives the impulse responses to the shock under two identification schemes. Figure
1.8 gives the forecast error variance decomposition’. The results show that the contractionary
monetary policy shock does not significantly impact commercial banks” loan generation. For
the shadow banking sector, however, the policy has heterogeneous effects: Narrow shadow
bank loans do not jump on impact but decrease gradually after the policy, whereas GSE loans
increase right after the shock occurs and then gradually attenuate. Different responses from
the three banking sectors confirm that monetary policy has not only a quantity effect but also
a composition effect on the credit supply of the financial intermediaries. Following a policy
shock, loan origination by different financial intermediaries can go in different directions,
resulting in a relative increase in GSEs loans in the total amount of loans originated.

This heterogeneity in shock responses arises from two potential channels. Recent research
on monetary policy transmission highlights two novel mechanisms, namely the liquidity and
risk-taking channels, which can contribute to the phenomenon. The liquidity channel stresses
monetary policy’s effect on banks” demand for liquid assets. Shadow banking sectors play a
crucial role in satisfying financial intermediaries” demand for liquidity by providing securiti-
zation products, such as asset-backed securities (ABS) and mortgage-backed securities (MBS).
With the pooling and tranching process on individual loans, shadow banks produce assets
with different levels of riskiness, the safest of which receive top ratings and are thus per-
ceived as a good substitute for traditional liquidity, such as Treasury bills®. This consensus
paved the way for these asset-backed securities to be used as collateral to secure short-term
funding through money market tools like repurchase agreements (Repo) and asset-backed
commercial papers (ABCP). Thus, when unexpected monetary policy tightening deteriorates
the liquidity conditions and slows down loan-generating activities, shadow banking sectors,
whose business model is originate-to-hold rather than originate-to-distribute, may experience
an increase in demand for their products as high-quality collateral to secure liquidity after

the contractionary monetary policy shock, which leads to more loan origination by shadow

7We also perform the same exercise on the whole sample period from 1980 to 2022, and the key findings
remain largely unchanged. Figure 1.9 shows the impulse responses of the variables to the monetary policy shocks
identified. Figure 1.10 gives the forecast error variance decomposition.

8Systematic tail risks of asset-backed securities were brought to public attention and under scrutiny by the
regulatory authority in the 2008 crisis.
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banks.

The second channel, the risk-taking channel, can explain the difference between narrow
shadow banks and GSEs. As seen in Figure 1.7, the proxy identification of monetary pol-
icy yields more significant responses from risk-taking appetite, as reflected by the excess
bond premium. At the same time, we observe a more significant increase in GSEs loans but
not commercial banks or narrow shadow bank loans. The responses from EBP confirm the
risk-taking channel of monetary policy, which impacts the concerns over the vulnerability of
securitization products. Although both narrow shadow bank and GSE sectors engage in se-
curitization activities, the products of GSEs are perceived to be safer than that of the narrow
shadow banks?, due to two main reasons. First, although GSEs are generally not under the
federal government’s direct control, they may still be subject to more policy influence and are
considered safer than other shadow banks due to implicit guarantees from the government.
At the same time, narrow shadow banks are of private ownership and have guarantees only
from commercial banks or other large financial institutions. Second, this difference also arises
from the type of loans these institutions originate. GSE loans consist of mostly conforming
loans, such as mortgages that consist of housing and farmland, while the loan types of narrow
shadow banks are of various types, including consumer loans like auto loans. The quality of
the loans is also more susceptible to risk appetite.

To sum up, examining the responses to monetary shock and the reason behind the differ-
ence sheds light on the underlying structure of financial intermediaries. The results suggest
that monetary policy can have unintended consequences on the composition of loan origina-
tion from different financial intermediaries. It is essential to consider this heterogeneity in
the policy responses when estimating the impact of monetary policy on credit supply and the
overall stability of the financial system.

Nevertheless, as can be seen from the forecast error variance decomposition in Figure 1.8,
monetary policy shocks identified using either of these approaches do not explain much of the
variances of bank loan variations. While the monetary policy shock has moderate explanatory
power over narrow shadow bank loans (above thirty percent), it explains only less than ten
percent of the variations for commercial and shadow banks. This result suggests that other
shocks are more prominent in affecting banking sector dynamics, and these shocks might not

be the same across sectors. In the next section, we will examine these differences by looking

9The difference reflects the hierarchy within the shadow banking sector. As pointed out by Pozsar (2014), a
division exists between a public-private and a purely private shadow banking subsystem. While the products are
essentially the same, this difference is still picked up by the market participators and reflected in the trends.
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for sector-specific shocks that can explain the different driving forces of different banking

sectors.

1.3.4 Robustness
Effects of the Money Market Funds (MMF)

One possible concern of our baseline model is that it leaves out the wholesale money supplier,
another source of shadow banking funding. Xiao (2018) states that MMF provides a good
proxy of the amount of funding for shadow banking. If an increase in policy rate changes
money market conditions, which affects shadow banks” wholesale money supply, then leaving
it out may bias the results of the VAR model. In order to test this channel, we add Money
Mutual Funds, the principal investor in the money market, into the model. Figure 1.11 shows
the impulse responses of the variables to the monetary policy shocks identified. Figure 1.12
gives the forecast error variance decomposition.

As can be seen from the figure, MMF’s value first decreases and then increases after the
contractionary policy. The initial drop can be attributed to a general tightening of the lig-
uidity environment. The subsequent increase confirms the findings of Xiao (2018), i.e., that
policy rate increases cause MMFs to increase their return rate higher than commercial banks,
thereby attracting more deposits. The responses of the macroeconomic variables do not dif-
fer significantly from the model without MME, with a slightly more decrease in output. The
bank loan variables are also primarily preserved, although the decrease in commercial and
narrow shadow bank loans in the following periods after the shock becomes more significant.
However, after adding MMF to the model, the share of FEV explained by the proxy monetary
policy shock on commercial and narrow shadow banks becomes much higher than the model
without MMF. This difference indicates that the vital transmission of monetary policy shock
on bank loans is through the liability side competition. Overall, the results confirm that the

previous findings are robust to changes in the liability side of the banking system.

Effect of the Mortgage=backed Securities (MBS)

As stated in the previous section, one potential explanation for the difference in loan gen-
eration is that the difference reflects the difference in the composition of loans in different
sectors. The surge in GSEs could be due to the higher demand for mortgage-backed security,

which might be perceived as a safer asset than ABS. To test this hypothesis, we take out the
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subgroup of loans, namely the category Mortgage, instead of total loans in the balance sheets.
If this hypothesis is true, we should observe an increase in mortgages in both narrow shadow
banks and GSEs. The results do not back up the story. The mortgage of narrow shadow banks
experienced a drop right after the shock and took time to recover to the previous level. The
mortgage of commercial banks also drops. This pattern suggests that it is different from the
mortgage category that matters. Those who originate and securitize the mortgage might play

a more critical role in the evaluation of its soundness.

1.4 Sector-specific Shocks

In this section, we shift from studying the response of different banking sectors to the same
shock to separately pinning down the most influential shock for each sector while allowing for
the possibility that the shocks can differ across sectors. To this end, we adopt the max-share
identification approach introduced in Uhlig et al. (2004). The method has been used to study
TFP shocks (Francis et al., 2014) with finite horizons and news shocks on TFP production
(Barsky and Sims, 2011; Kurmann and Sims, 2017).

The merit of adopting this method to study banking sector shocks is twofold. First, it al-
lows us to focus on different banking sectors while keeping track of their connections. While
the shock is pinned down as the one that has the maximum explanatory power for the vari-
ations of one particular sector, by observing the response of other sectors triggered by this
particular shock, we can thus infer the underlying connections between the objective sector
and this one that generates this shock. Second, applying it to studying different banking sec-
tors allows us to analyze more mid to long-run drivers of the variations in different banking
sectors. When using this method, we can choose the length of the reaction period we seek to
explain. This flexibility is crucial, as we can determine whether the shock has an immediate

reaction or has an impact in the relatively long run that we seek to capture.

1.4.1  Model Specification

To keep consistency, we have the same model specification and variable choices as in the pre-
vious section. Define y; as a vector of endogenous variables containing three macro variables

(output, inflation, and monetary policy) and three balance sheet variables of three banking
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sectors (commercial bank, narrow shadow bank, and GSE). The model is again given by
yi=Bo+Bwya+- - +Bpyrptu  t=1---T (1.4.1)

where u; are the reduced-form errors with variance covariance matrix ¥, ¥. = AA’. Take A to
be the Cholesky decomposition of matrix £ so that AA’ = %, then for any decomposition A of
the matrix ¥, there exists an orthonormal matrix Q, such that A = AQ. This notation allows

us to prepare for the identification using the max share approach.

1.4.2 Identification

The object of the max-share identification approach is to find a shock that has the maximum
explanatory power of the variations of the targeted variable. The criterion of explanatory
power is the contribution to the forecast error variance (FEV). Since the forecast error variance
can be viewed as the sum of the variance of forecast errors caused by different shocks, the
contribution of one particular shock can be measured by computing the ratio between the
forecast error variance due to this shock over the total FEV.

The h step ahead forecast error of variable i can be written as

h
YVigrh — Et—1¥iprn = ) BIAQe
=0
and variable i’s forecast error variances over a horizon of / periods that is driven by shock j
is given by
h A qq! AR/
_oBi/Aqq'A'B:
Q0 () = Zlf(; i1Aqq / il
21:0 Bi,lZuBi,]

where g is one column of matrix A that corresponds to the shock j*°.
Under the max-share approach, the column g is not defined by exogenous assumption;

Rather, it is determined by the following maximization problem

st. g'g=1

That is, vector g corresponds to a shock that can account for most of the forecast error variance

°There is, however, no restriction that has to be a single column. We can choose to maximize over Q = [g1, q2]
to identify two shocks. To start with, we narrow the scope of our analysis to a single shock.
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of variable i up to h period. The model is then partially identified since we have pinned down
as the solution to the optimization problem one column q of the matrix A. After feeding these
shocks back into the model and interpreting the impulse responses generated by this shock,
we can make further inferences on the nature of this shock.

In the context of our problem, the targeted variable is bank or shadow bank balance sheet
components. Our goal is to identify shocks that can explain most of the forecast error vari-
ance of commercial banks (CB), government-sponsored enterprises (GSE), and narrow shadow
banking (NSB), respectively, over some finite horizon. Therefore, we run two sets of exercises
using different endogenous variables y;. For the simple setup, y; includes only core vari-
ables, i.e., the total asset or loans of the banks; For a complete setup, y; contains three macro
variables (output, inflation, and monetary policy) and three balance sheet variables of three

banking sectors (commercial bank, narrow shadow bank, and GSE).

1.4.3 Banking Sector Shocks

To start with, we have the following setup for the baseline specification. We run the SVAR and
solve the maximization problem using bank loans from 1980 to 2007 as our targeted variable.
All VAR models use four lags. We choose a relatively short horizon of two years (8 quarters)
to explain. Figure 1.13, 1.15, and 1.17 shows the FEVD of the shocks identified using max
share approach to the commercial bank, narrow shadow bank, and GSEs respectively.

As seen from Figure 1.13, the shock identified can explain up to approximately all of the
forecast error variances of the commercial bank sector. What is noteworthy is the reactions
of the rest of the banking sector. We see that the shock that contributes the most to the
commercial bank sector has a delayed impact on the narrow shadow banking sector but with
no significant impact on the GSE sector.

The results provide evidence for the connection between commercial and narrow shadow
banks. After the shock boosts commercial bank loans, commercial banks may seek to expand
their loan generations further but are bound by capital or liquidity requirements regulations.
Providing guarantees for narrow shadow banks that do the lending may serve as one way to
circumvent this restriction, through which commercial banks expand lending while keeping
the loans off-balance sheet for commercial banks. This implicit link leads to a delayed surge
of NSB loans after commercial banks” space for loan origination has saturated. However,
this effect does not extend to the GSEs, as they are perceived to be different from private

financial institutions in the market. GSEs and commercial banks may be subject to different
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fundamental shocks and do not have close connections.

Figure 1.13 confirms our hypothesis. The figure shows that when the same method is
applied to the GSE sector, the shock that explains forecast errors in GSE has little impact on
the rest of the banking sectors. Figure 1.15 displays the result of the exercise using the narrow
shadow banking sector. While the influence on GSE loans is still limited, narrow shadow
banking shock impacts commercial bank loans, albeit with some delay.

We now turn to the impulse responses from the sector-specific shocks, as shown in Fig-
ure 1.14, 1.16, and 1.18. We can see that patterns of the responses vary across sectors. The
commercial bank shock boosts narrow shadow bank loans but does not significantly impact
GSE loans. The shock for GSE, however, does not significantly impact commercial or narrow
shadow bank loans. The shock for narrow shadow banks increases both commercial bank
loans and GSE loans at a similar magnitude; the difference is that it impacts commercial
bank loans contemporaneously, whereas the effect on GSE loans comes with a delay. The
responses align with our interpretations of the forecast error decomposition, but we need fur-
ther examinations with macroeconomic variables to pinpoint the exact nature of the identified

sector-specific shocks.

1.4.4 Post-crisis Behavior

As robustness checks, we perform the following exercises. First, we perform the same analyses
over the whole sample period, e.g., from 1980 to 2022, to see if the same patterns are preserved
before and after the Great Recession. Figure 1.25, 1.29, and 1.33 in Appendix 1.7.3 show the
max share shock computed over the sample period from 1980 to 2022 using the commercial
bank, narrow shadow bank, and GSE loans respectively. Second, we focus on a shorter sample
period from 2007 to 2022. Figure 1.26, 1.30, and 1.34 in Appendix 1.7.3 show the results.
Comparing the differences across sample periods, we can see that while the results are
robust to the change to the whole sample (2008 to 2022), once we single out the post-crisis
periods, the patterns are significantly different, especially for GSEs. The shocks that explain
the variations in GSE sectors have a significant impact and substantial explanatory power
on commercial banks. On the contrary, the connection between narrow shadow banks and
commercial banks becomes smaller. Commercial bank shocks no longer induce or explain
the responses of narrow shadow bank loans, and the narrow shadow bank shocks also play
little role in the variations of commercial bank and GSE loans. The results suggest structural

changes in the interdependence within the banking sector after the Great Recession. On the
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one hand, commercial and narrow shadow banks become more independent of each other,
which might be attributed to the changes in regulatory policy aiming at curbing systematic
risks caused by asset-backed securities. On the other hand, the commercial and GSEs loans
start to comove to a greater extent. Although the GSEs loans and their MBS products are much
safer in nature, the synchronization can still generate potential danger for financial stability if

banks rely on MBS collectively for liquidity needs.

1.4.5 Future Directions
Orthogonalized Shocks

So far, in our specification, we do not assume the shocks identified using one banking sector
to be orthogonal t shocks that also affect the other banking sectors contemporaneously. We
use the max share identification approach with an additional constraint to obtain clean results

by purging off this common shock effect.

max 2 Ql,](h)ZZ

T n=o
st. gqg=1
q(i) =0

Shock Comparison

In this section, we explore further the natural of these sector-specific shocks by running the

same exercises on a complete model incorporating macroeconomic variables.

1.5 Conclusion

This paper seeks to provide some empirical investigation into the increasingly complex and
intertwined financial intermediary system that we have today. The evidence found proves that
the heterogeneity inside this sector indeed matters. On the one hand, our first sets of results
show that such heterogeneity can induce vastly different responses to the same shock, which,
in our case, is the same monetary policy shock. When facing a contractionary monetary policy
shock, commercial banks decrease loan generation. In contrast, shadow banks, particularly
government-sponsored enterprises, do not exhibit the same pattern and even increase slightly

after the shock. The results indicate yet another unintended consequence of the policy, namely
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tilting the balance between bank and shadow banks, and thus calls for the monetary authority
to exercise more caution when evaluating policy outcomes. On the other hand, we employ the
max share identification method to show that such heterogeneity also implies that different
sectors may be subject to different shocks. While the current result could not pinpoint where
these shocks originate, we can glimpse the different degrees of interconnectedness among
different banking sectors and how they are linked to the economy.

Based on these results, there are several exciting directions we can take to further our
understanding of this topic. Regarding the effect of monetary policy shock on banks, we
stop our sample right before 2007 since the following crisis phase includes various structural
changes in the banking sector and many unorthodox bail-out policies, which may render the
SVAR analysis unreliable. However, the effect of unconventional monetary policy on banks
and shadow banks is worth studying, as the zero lower bounds are still a constraint for many
central banks worldwide even after the crisis. Therefore, the next step would be to evaluate
the same question under the post-crisis regulatory framework and economic environment,
which will test the effectiveness of the various reforms in the banking sector and a possible
experiment for further policy intervention.

Several new experiments could be interesting for the identified shocks with the max share
method. For instance, so far, we have not clearly defined the identified shock, nor do we
know the relative importance of this shock to the other economic variables, such as housing
market performance, consumption, or employment. The need for a clear definition of the
shocks calls for experiments on the impulse responses of this shock. Besides, to what extent a
shock generated outside of the banking sector can be amplified through banks and, eventually,
evolves into a bubble large enough to trigger a systematic crisis is also worth further study
of the transmission mechanism of the banking sector and the business cycle. As the banking
system has become exceedingly diverse, the effectiveness of various policies and regulations
will eventually hinge on how much we know about the defining features of different banks
and how well we can pinpoint the key connects among these enormous and intricate players

in the financial market.
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Figure 1.3: Loan Origination Growth Rate.

Notes: The plot shows the year-to-year growth rate of the loans originated by commercial and narrow
shadow banks. Shaded regions denote the crisis periods.
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government-sponsored enterprises. Shaded regions denote the crisis periods.
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Figure 1.11: IRF of Monetary Shock (1980-2007).

Notes: The solid and dashed line show the IRF of the monetary policy shock identified using proxy
and short-run identification. The shaded area shows [16, 86] and [5, 95] percent confidence interval.
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Figure 1.12: IRF of Monetary Shock (1980-2007).

Notes: The solid and dashed line show the FEVD of the monetary policy shock identified using proxy
and short-run identification.
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Figure 1.14: IRF to CB Shock (1980-2007).

Notes: The solid line shows the impulse responses to the shock identified using the max share approach
to explain the forecast error variances of commercial bank loans. The dashed line shows the IRF using
short-run identification with the three variables in the current order.
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Figure 1.16: IRF to NSB Shock (1980-2007).

Notes: The solid line shows the impulse responses to the shock identified using the max share approach
to explain the forecast error variances of narrow shadow bank loans. The dashed line shows the IRF

using short-run identification with the three variables in the current order.
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Figure 1.18: IRF to GSE Shock (1980-2007).

Notes: The solid line shows the impulse responses to the shock identified using the max share approach
to explain the forecast error variances of narrow shadow bank loans. The dashed line shows the IRF
using short-run identification with the three variables in the current order.
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1.7 Appendix

1.7.1 Background
Bank vs. Market-based Credit Intermediation

Market-based financial intermediaries have been discussed in detail in Adrian and Shin (2010).
Figure ?? is a simplified structure of the economy with the presence of these market-based fi-
nancial intermediaries. As can be seen from the figure, the ultimate lenders in the economy
are the households who choose to deposit their money directly in banks or put it in the money
market. The money market consists of institutional investors like money market funds or pen-
sion funds, prominent investors in money market tools, and, thus, critical wholesale funding
sources. In our study, we represent the money market with money market funds, for they are
significant investors in short-term debts issued by shadow banks or backed by their securiti-
zation products. They have been fierce competitors of commercial banks in terms of deposit
collection. The share of money market funds in the total deposit went up to approximately

40% in 2007, making MMFs a real competitor for banks.
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Figure 1.19: Financial Intermediaries in the Economy.

Financial intermediaries perform credit intermediation in the economy. Commercial (or
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traditional) banks dominated the playground until shadow banks began to catch up in the
eighties. Among the institutions classified as shadow banks, there are several specializa-
tion categories. Gertler et al. (2016) classifies the shadow banking sector into origination,
securitization, and funding institutions; each corresponds to a procedure in shadow banking
activities. Shadow Bank II in Figure 1.19 corresponds to the origination and securitization of
shadow banks, which generate loans and fund this holding by selling ABS to Type II shadow
banks and commercial banks. Shadow Bank I funds the holding of ABS using money market
instruments such as repurchase agreements and asset-backed commercial papers. The de-
composition of the simplified balance sheet of these institutions can be found in Figure 1.20.
The institutions in the shadow bank sector that we are interested in this paper can be seen as
a synthesis of these different types of shadow banks, while in reality, not all shadow banks
run this whole range of business. Most specialize in one of the two types of shadow banks

discussed above.

ABS

Equity Equity Equity

Commercial Bank Shadow Bank | Shadow Bank Il

Figure 1.20: Balance Sheet Decomposition.

Note that this is a very simplified version of the economy’s structure. Here we omit
from discussing all the links between these institutions to have a clear illustration, of which
the major ones are as follows. First, we leave out the shadow bank on the liability side of
banks, i.e., an arrow pointing from shadow bank to commercial bank. While in reality, one
crucial feature of shadow banks is to provide wholesale funding for banks, though it has

never become the primary source of funding for banks. The share of deposits in total liability
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for banks hit the lowest point of 75% around 2008 and has been increasing steadily ever
since. Second, the money market also provides short-term liquidity to corporations by issuing
demand deposits, and around 18% of money market funds go back to banks. We leave out
these arrows because it is the long-term finance of firms and banks that we mainly care about

in this research.

Shadow Banking Sector

The definition of the shadow banking sector is surprisingly unclear and subject to different
interpretations, as vastly different institutions are all umbrellaed under this term. Financial
Stability Board (2016) defines shadow banks as follows: Narrow measure of shadow banking
includes non-bank financial entity types that authorities consider involved in credit intermediation
where financial stability risks from shadow banking may occur. Based on this definition and the
previous illustration of the economic structure, we further formalize our object of interest
through the following clarification.

First, we focus only on shadow banking in the loan market, thereby excluding money
market participants (such as MMFs) from our definition of shadow banks. Although money
market funds are sometimes referred to as deposit-side shadow banking, we view them as
lenders providing wholesale funding. An alternative perspective would be seeing the money
market and shadow bank together as a consolidated bank, representing the liability and asset
side of these imaginary banks, respectively, since they each play the role of deposit creation
and loan generation traditionally done by one bank. This is in line with the recent view calling
for decoupling banks” dual role of deposit creation and loan generation. Nevertheless, we still
exclude them from shadow banking because they are usually confined to the securities they
can invest in and do not directly engage in loan generation.

Second, we restrict our attention to shadow banks that perform credit intermediation to
the non-financial sector. As stated previously, shadow banks not only fund assets. These
institutions are also important funding sources for banks and other financial institutions. An
example of a shadow bank of this kind would be security brokers and dealers. Since our fo-
cus here is how financial intermediaries direct money to the non-financial sector, the shadow
banks we discuss are the subset of the shadow banking sector that focuses on credit interme-
diation.

Third, shadow banking is not synonymous with securitization vehicles, as financial in-

termediaries generate loans without securitizing them. However, we restrict our attention
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to those closely related to this business. As stated previously, the shadow bank institutions
we analyze combine the institutions that engage in various shadow banking activities: loan
generation, securitization, and funding ABS through the money market.

To sum up, this paper’s shadow banking of interest is the asset side of the shadow banking
sector that focuses on credit intermediation with securitization. Table 1.1 shows how our defi-
nitions of shadow banks is linked with the corresponding measurements in the U.S. Financial

Account dataset.

Table 1.1: Measurement of Shadow Banking in US Financial Account

Definition | Total Shadow Banking (Gertler et al. (2016))
N Shad ABS Issuers (L.127) . ‘

arrow Shadow Finance companies (L.128) Adrian & Shin (2011)
Banking

Funding Corporations (L.132)

Total GSE Government-sponsored enterprise (L.125)

GSE mortgage pools (L.126) Nelson et al. (2017)

Security brokers & dealers (L.130)
Others REITs (L.129)
Holding Companies (L.131)

Commercial Bank Private depository institutions (L.110)
MMF Money Market Funds (L.121)

Connection between Commercial and Shadow Banks

Commercial and shadow banks can become correlated through two channels. First is the
direct holding of ABS, which is observable from banks’ balance sheets. The second one is that
banks provide implicit guarantees to shadow banks when shadow banks finance long-term
assets. This, of course, cannot be captured by balance sheet variables and needs to be noticed.

Direct holding of ABS is closely related to one core feature of shadow banks that we
want to capture here: conduct loan securitization to supply a large amount of information-
insensitive, highly-rated liquid assets (asset-backed securities) that qualify as collateral against
borrowing. The reason for holding such assets could also be strategic, namely, performing
regulatory arbitrage. Efing (2016) finds that banks take advantage of the fact that the capital
requirement for ABS holdings is less risk-sensitive. Therefore banks that are more constrained
in the capital would intentionally pursue ABS with the highest yield among all the ABS with

the same risk weights.
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In addition to direct asset holding, more implicit connections are built when shadow banks
obtain guarantees for their liabilities from commercial banks. Studies such as Acharya et al.
(2013) have shown that banks use this type of implicit guarantee to circumvent regulations
and take on more credit risks. These, of course, influence the asset side of the bank’s balance
sheet. On the liability side, money market funds that profit from money market tools also
compete against banks for retail deposits and, in turn, direct more money toward the shadow
banking sector. These interdependent relationships make the financial intermediaries sector
opaque and complex, and such opaqueness can have severe consequences once the potential

risk of the safe asset unravels.

1.7.2 Stylized Facts

Trend
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Figure 1.21: Total Asset.

Notes: The plot shows total asset quantities of four groups of banks, commercial banks, narrow shadow
banks, government-sponsored enterprises, and total shadow banks. Details on the classification of the
banks can be found in Appendix ??. The loan quantity is in real terms (deflated using core CPI).
Shaded regions denote the crisis periods.

33



Percentage

1.7. APPENDIX

Commercial Banks

intertwined over the course of time.

Composition of Commercial Bank Asset
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Figure 1.22: Decomposition of Bank Asset

To get a glimpse of whether commercial and shadow banking has become more integrated
over the years, we examine the commercial banks’ balance sheet. Figure 1.22 shows the de-
composition of the total asset of commercial banks. We can see that loans and debt security
constitute the majority part of the banks’ total asset. Within the debt securities category, how-
ever, things are quite different, as shown in Figure 8. The share of Agency and GSE-backed
securities in all the debt securities has been on the rise steadily and reached almost one half
in 2017, while the share of treasury and municipal securities has been shrinking. This indi-
cates that commercial banks may indeed use shadow banking products as a substitute for the

liquid asset, or pseudo safe asset. Banks and shadow banks has thus become inevitably more

Group

. Miscellaneous Assets

. U.5. Direct Investment Abroad
l:l Life Insurance Reserves
|:| Mutual Fund Shares

|:| Corporate Equities
Loans

l:l Debt securities

. Federal Funds and Security Repos

. Reserves
. Cash

Figure 1.23 shows the decomposition of the debt security holdings of commercial banks.
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Composition of Commercial Bank's Debt Securities
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Figure 1.23: Decomposition of Debt Securities

Composition of Loan Generation in Shadow Banking Sector
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Figure 1.24: Loan Generation in Shadow Banking Sector
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Shadow Banks

Figure 1.21 shows how market-based credit intermediaries have been developing quickly until
the recent setback during the financial crisis. We can see that commercial bank asset (red line)
was surpassed by total shadow bank asset (blue line) in the 1990s. Individually, our measure
of Narrow Shadow Banking and Total GSE are of similar size and trend until the crisis hit,
with former beginning to drop and the latter managing to sustain their pre-crisis level. This
indicates that the level of total shadow bank ceased dropping mainly due to Total GSE. The
trend for loans (Figure 6) is similar to the total asset. We can see that Total Shadow bank
loans exceeded commercial banks around the same time as in the case of total asset. However,

commercial bank loans exhibit strong growth in recent years and almost catches up with

shadow loans level in 2017.

1.7.3 SVAR Analysis

Variable Description

Table 1.2: Data Description

Variable Data Data Description

Output GDPC1(In) Real Gross Domestic Product
GDPC1 (FD) RGDP first difference

Inflation CPIAUCSL (In) Consumer Price Index for All Urban Consumers
PCECTPI (In) Personal Consumption Expenditures
FEDFUNDS Effective Federal Funds Rate

Monetary Policy | DGS1 1-Year Treasury Constant Maturity Rate
DGS2 2-Year Treasury Constant Maturity Rate
Shadow Rate Shadow interest rate by Wu and Xia (2016)

Financial Cbankrvalue (In)  Private depository institutions real total asset

Intermediaries | TGSErvalue (In)  GSE and GSE mortgage pools real total asset
NSBrvalue (In) Narrow shadow banks real total asset
Cbankrloan (In)  Private depository institutions real total loans
TGSErloan (In) GSE and GSE mortgage pools real total loans
NSBrloan (In) Narrow shadow banks real total loans

Risk Indicator EBP Excess bond premium by Gilchrist and ZakrajSek (2012)
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Monetary Policy Shock

Proxies for Monetary Policy Shocks.

The data for the monetary policy shock proxies comes from the following papers: Giirkay-

nak et al. (2005), Gertler and Karadi (2015), Nakamura and Steinsson (2018), and Acosta

(2022).
Table 1.3: Proxy Variable Description

Paper Data Description

mp1_tc Surprises in the current month fed funds futures
Gtirkaynak et al. ff4_tc Surprises in the three month ahead monthly fed funds fu-
(2005) tures

ed2_tc, ed3_tc, Surprises in the six month, nine month and year ahead

ed4_tc futures on three month Eurodollar deposits

Nakamura and

news shocks

policy news shocks

Steinsson (2018) | FFR shock
ns Nakamura and Steinsson (2018) policy news shock
Acosta (2022) ff.shock.o 30-minute change in expectations of the Federal Funds rate

immediately after each FOMC meeting (the first compo-

nent of the policy news shock)

Proof of Proxy Identification.

Given the reduced-form errors u;, define uf be the reduced form residual for the mone-
tary policy indicator, and u] that of the other variables estimated. From the assumptions in
Equation 1.3.2, we perform the following two-step estimation procedure that help us identify
the structural monetary policy shock.

To isolate the impact of the shock of interest, ef , We regress uf on Z;. Since Z; is

orthogonal to all structural shocks but u!, the fitted value #} contains only the information

Step 1

from the monetary policy shock.

ul = o+ ¢1Zt + G

Step II  Regress the other reduced-form residuals on the fitted value from the first step, i} .

ul = o + P10} + & (1.7.1)
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The equation can be estimated without bias since the exogeneity condition of the variable Z;

guarantees that 7] is orthogonal to the error term &:. The intuition of the 2SLS estimation is

that the entries in u; are correlated, as they are the results of a linear combination of different

structural shocks. Therefore, it is sufficient to compare the projections of these variables on the

exogenous instrument to isolate the effect of one structural shock on the endogenous variable.

1/
Step III  Consider partitioning the vector of reduced form residuals as u; = {uf u?} =

[“1tu,2t]// and the corresponding matrix of structural coefficients as

s11 Si2
s=[o 5,]-[s ]-
Sy1 S»
and the reduced form variance-covariance matrix as

21 X2
21 X

> =

sP is identified up to a sign convention and can be obtained by the following closed form

solution
(SP)Z = 5%1 = 41— s12812
where .
$1287, = (Zzl — 521211> Q! <Zz1 - S21211>
511 511
with

!/ /

S21 S S So1

Q=32 — (Zn2 4+ =50 | + 3
511 511 511 511

The derivation is the straightforward application of the restrictions in 10 noticing that

!/
21 21 /
<221 — 211) <Zz1 — Zn) = 512057,
511 511

Sector-specific Analysis

Sample Period Robustness Checks.
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Figure 1.26: FEVD of CB Shock (2007-2022).

Notes: The solid line shows the FEVD of the shock identified using the max share approach to explain
the forecast error variances of commercial bank loans. The dashed line shows the FEVD using short-run
identification with the three variables in the current order.
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Figure 1.27: IRF to CB Shock (1980-2022).
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Figure 1.28: IRF to CB Shock (2007-2022).

Notes: The solid line shows the impulse responses to the shock identified using the max share approach
to explain the forecast error variances of commercial bank loans. The dashed line shows the IRF using
short-run identification with the three variables in the current order.
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Figure 1.29: FEVD of NSB Shock (1980-2022).
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Figure 1.30: FEVD of NSB Shock (2007-2022).

Notes: The solid line shows the FEVD of the shock identified using the max share approach to explain
the forecast error variances of narrow shadow bank loans. The dashed line shows the FEVD using
short-run identification with the three variables in the current order.
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Notes: The solid line shows the impulse responses to the shock identified using the max share approach
to explain the forecast error variances of narrow shadow bank loans. The dashed line shows the IRF
using short-run identification with the three variables in the current order.
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Figure 1.33: IRF to GSE Shock (1980-2022).
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Figure 1.34: IRF to GSE Shock (2007-2022).

Notes: The solid line shows the impulse responses to the shock identified using the max share approach
to explain the forecast error variances of GSE loans. The dashed line shows the IRF using short-run
identification with the three variables in the current order.
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Figure 1.36: IRF to GSE Shock (2007-2022).

Notes: The solid line shows the impulse responses to the shock identified using the max share approach
to explain the forecast error variances of GSE loans. The dashed line shows the IRF using short-run
identification with the three variables in the current order.
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Chapter 2

Monetary Policy and Global Bank
Lending: A Reversal Interest Rate

Approach

Li Yu and Philipp Wangner*

...the banker must not only know what the transaction is which he is asked to finance and how it
is likely to turn out but he must also know the customer, his business and even his private habits, and

get, by frequently "talking things over with him”, a clear picture of the situation.
Joseph A. Schumpeter (1939)

2.1 Introduction

Monetary policy affects the economy via a credit channel, i.e., bank lending responds to policy
rate changes, which in turn affects the prices and output in the economy. Research on this
channel often focuses on the quantity of bank lending. However, in an open economy envi-
ronment, globally operating banks (hereafter global banks) simultaneously decide the lending
quantity and the composition of domestic and foreign lending. It is unclear whether these two
types of lending respond to monetary policy similarly and, if not, which mechanisms con-

tribute to the geographical portfolio re-balancing. Understanding this question is of crucial

T A previous version was entitled Bank Home Bias and Monetary Policy. We are extremely grateful to Patrick Feve,
Fabrice Collard, Christian Hellwig, and Nicolas Werquin for their invaluable advice and continuous support. We
also thank all the participants at the EEA 2022 in Milano, the YES Conference 2022 in New Haven, the International
Conference on US China Trade Disputes and Rearchitecture in Globalization 2022 in Beijing, and the TSE Macro
and Finance workshop for constructive comments and insightful discussions. All remaining errors are our own.

45



2.1. INTRODUCTION

importance to the evaluation of the effectiveness of the monetary policy. If banks respond
to policy rate changes by substituting domestic lending with foreign lending, policy impact
on the domestic economy is compromised. Moreover, portfolio re-balancing following rate
adjustments raises concerns for financial stability, as this implies that monetary policy alters
banking sectors’ international risk exposure.

This paper studies the impact of monetary policy on the credit allocation of global banks.
We develop an analytical framework for global bank lending. In the framework, banks al-
locate their lending to both domestic and foreign borrowers for diversification benefits, but
foreign lending comprises higher uncertainty due to cross-border frictions. Managing the
uncertainty is costly and depends on banks’ profitability driven by margins between lending
and deposit rates. As a result, the effect of expansionary monetary policy on bank lending
allocation is state-dependent. In times of low interest rates and large balance sheets, a further
cut in the interest rate decreases bank profitability and has opposite effects on domestic and
foreign lending. Our model thus sheds new light on the concept of the reversal interest rate
(Brunnermeier and Koby, 2018; Darracq Paries et al., 2020), which refers to a level of interest
rate below which a further cut in policy rate suppresses bank lending. Given that the effect of
an interest rate cut on profitability matters more for foreign lending than domestic lending,
the reversal rate in the closed economy becomes a reversal rate corridor in the open economy,
within which a rate cut boosts domestic but suppresses foreign lending.

The core setup of the analytical framework is a global bank model in a two-country open
economy. In the model, each country has a representative banking sector. The banks collect
local deposits but invest in both domestic and foreign loans, which are risky. In addition,
the banks can invest in a risk-free asset whose return is determined by the monetary policy
rate. Banks are risk-averse and thus consider both the first and second-order moments of
the risky loan returns when deciding their portfolio composition. In addition, the model
features an imperfect pass-through of the policy rate to the deposit and lending rates. Thus,
the monetary policy rate affects banks’ profitability by altering the net interest margin. To
see how monetary policy affects bank profits, we decompose profits into three components:
Risk premium from domestic loans, risk premium from foreign loans, and risk-free profits
arising from the difference between risk-free earnings on the assets and deposit repayment.
The monetary policy rate plays a role in all three components. As a result, our model captures
two channels of monetary policy transmission: the risk-premium channel and the profitability

channel.
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Notably, our model features an uncertainty management mechanism; that is, we assume
that the variance of the investment return is endogenous, in the sense that it can be reduced
by costly management. Such management activities have long been studied in the corporate
finance literature, particularly when both investment possibilities and risk management en-
counter financial frictions (Froot et al., 1993; Rampini and Viswanathan, 2010; Bolton et al.,
2011, 2013). For financial institutions, risk management considerations may conflict with in-
vestment decisions since they have a substantial proportion of non-tradable assets with a
highly opaque quality in their portfolios (Froot and Stein, 1998). The fact that such manage-
ment activity is costly highlights the importance of banks’ profitability. In line with the recent
empirical evidence (Ellul and Yerramilli, 2013), we assume that bank profits decrease the cost
of managing in the baseline analytical model 2. This relationship brings about two additional
complications. First, the decision on the asset side of banks’ balance sheets, i.e., their portfolio
allocation, is no longer independent of their liability structure because the liability structure
affects profitability. Second, similar to the Froot and Stein (1998), the investment decisions in
the different assets are not independent. In our model, this dependence arises because profits
from one investment can affect the management cost of the other.

The model has the following implications. Regarding gross lending quantity, cross-border
uncertainty friction unambiguously biases banks’” foreign investment downward. In contrast,
the impact on domestic investment depends on the degree of complementarity of domes-
tic and foreign assets, which depends on the correlation between the fundamentals of the
two countries. Regarding monetary policy transmission, the effect is determined by multiple
channels. On the one hand, when the uncertainty due to cross-border lending is exogenous,
monetary policy influences portfolio allocation exclusively through the risk premium channel.
If, on the other hand, uncertainty is determined endogenously through costly management,
the impact of monetary policy on bank profitability becomes crucial for portfolio allocation, as
bank profits alter the cost of management that banks pay. Profit declines after policy rate cuts
always have a more substantial negative impact on overseas lending because of the compar-

ative advantage in managing domestic uncertainties. Consequently, the effect of an interest

2Since our goal is to provide a positive analysis of the consequences of uncertainty management on bank
lending, we omit a strict micro-foundation for this assumption in the model. Nevertheless, the relationship be-
tween profitability and risk management can be attributed to two mechanisms, which we plan to elaborate on
in a separate paper. The first mechanism is raising external financing involves additional cost (Froot and Stein,
1998); therefore, higher profits help banks build up their capital and thus effectively lower the cost. The second
mechanism is the collateral constraint and revenues as the collateral mechanism (Rampini and Viswanathan, 2010,
2013) Brunnermeier and Koby (2018) assumes a capital constraint that works similarly to collateral. As high profits
imply better collateral values, it lowers the borrowing cost. The degree to which higher profits help decrease the
cost thus reflects the shadow price of the collateral constraint.
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rate cut on a bank’s lending allocation is state-dependent, depending on the relative strength
of the risk premium channel and profitability channel. When the asset size is large or the
pass-through elasticity is low, the model shows that an expansionary monetary policy might
have the unexpected consequence of boosting bank home bias.

Our model provides new insights into monetary policy transmission and effectiveness. For
the credit channel of monetary policy, we demonstrate that in an open economy, monetary
policy adjustments have a composition effect on banks’ lending, tilting the balance between
domestic and foreign investment. This effect arises from the profitability channel, because
bank profits affect their lending decisions. This effect is asymmetric for domestic and for-
eign assets due to additional uncertainty for foreign investment. In addition, our analysis
contributes to the recent discussion on the reversal rate. In our model, a policy rate cut can
have opposite effects on domestic and foreign lending. This indicates that the reversal rate for
domestic lending might be a lower bound in an open economy. That is, the effect of a policy
rate cut on foreign lending can already be negative before the negative impact on domestic
lending emerges. If this heterogeneity in the responses from banks” domestic and foreign
lending is overlooked, the overall effect of a policy rate change on the domestic economy can
be over or under-estimated, depending on whether the re-balancing between domestic and
foreign lending attenuates or amplifies the policy impact on the domestic economy:.

To evaluate this macroeconomic consequences and illustrate the impact of a sequence of
policy rate changes, we extend the static bank model into a dynamic bank problem. Then we
embed the model into a full-blown macroeconomic model with nominal rigidity. The dynamic
bank model is an incomplete market model in an open economy setup. Banks face the trade-
off between precautionary saving, which is over-investing in risk-free assets, and diversifica-
tion using risky investments. In addition, since the dynamic model preserves the endogenous
uncertainty management mechanism, the diversification benefits are endogenous. Simulation
of the model shows that following a policy rate cut, with a strong profitability channel, the
bank re-balances the portfolio toward domestic assets. As a result, a prolonged period of
low interest rates is accompanied by a persistent increase in home bias, which conforms with
what we document in the empirical evidence. To evaluate the macroeconomic consequences
of policy rate changes with the presence of global bank lending, we use the complete model
with households, production firms, and retail firms, and we introduce nominal rigidity to
retail prices. The results show that if banks respond to the decrease in profit by cutting on

uncertainty management, the nominal policy rate cut induces a strong portfolio re-balancing
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effect from the global banks. Since the domestic and foreign economy is symmetric in our
model, a decrease in domestic banks’ foreign investment is reciprocally reflected as a decrease
in capital inflow. This effect sabotages the overall impact of a monetary policy rate cut on out-
put stimulation, as output response following the nominal rate cut decreases by up to 0.5%
percent.

Lastly, we examine the empirical evidence on the lending allocation of global banks. The
index we use to reflect the allocation pattern is home bias. This index captures the relative
preference for domestic assets measured as an under-investment in foreign assets compared
to the average level. We collect data on the domestic and cross-border lending of banks from
over thirty countries and build country-wise bank home bias since the early 2000s at a quar-
terly frequency. We find that the overall trend of bank home bias exhibits a V-shaped pattern.
Before the crisis, the weighted average bank home bias steadily decreased. The downward
trend ceased to continue after the Great Recession, as the home bias level bounced back by
over 8% from the historical low and remained high even after the recession ended. The pat-
tern conforms with the recent empirical documentation on the persistent low levels of foreign
lending. Moreover, this V-shaped bank home bias is in stark contrast with equity home bias,

which has been on a steady decrease during the same period 3.

Literature = Our paper relates to the following fields of literature. The first one is interna-
tional capital flows. Literature has explained how cross-border credit supplies are affected
by exchange rates (Cesa-Bianchi et al., 2018; Kekre and Lenel, 2021), liquidity needs (Bruno
and Shin, 2015b), regulation (Clayton and Schaab, 2021; Calzolari and Loranth, 2011), and
financial crises (Giannetti and Laeven, 2012; Saka, 2017; Albertazzi et al., 2021). Our paper is
complementary to the existing literature, as our analysis is not confined to crisis periods and
focuses on the general mechanism of monetary policy. The model prediction is also consistent
with the recent empirical evidence on the geographical reallocation of bank lending following
monetary policy changes (Correa et al., 2018; Granja et al., 2022).

The second strand is monetary policy transmission through financial intermediaries, par-
ticularly the bank profitability channel, a novel channel documented in recent empirical ev-
idence (Claessens et al., 2017; Ampudia and Van den Heuvel, 2018; Balloch and Koby, 2019;

Eggertsson et al., 2019; Balloch and Koby, 2019; Boungou, 2019; Altavilla et al., 2021). This

3For example, McCauley et al. (2021) document that the ratio between outstanding international claims and
world GDP decreased from over 60% to approximately 40%. In the European Union, cross-border bank claims
have dropped by approximately 25% (Emter et al., 2019).

49



2.1. INTRODUCTION

channel highlights the impact of monetary policy rate adjustments on banks’ net interest mar-
gin, especially the asymmetric pass-through of the policy rate to deposit and loan rates. While
empirical research finds mixed evidence of the impact of this channel on lending, theoretical
papers (Wang, 2018; Heider et al., 2019; Ulate, 2021b,a) formalize this channel and highlight
that nominal interest rates close to the zero lower bound region suppress bank lending be-
cause of low profitability. Our paper incorporates the bank profitability channel by allowing
profits to impact banks’ risk-taking decisions. To the best of our knowledge, our paper is the
tirst to examine the bank profitability channel in an international environment and to consider
the role of second-order moments.

In addition, the feature of endogenous uncertainty in our model can relate to the risk man-
agement literature we discussed when introducing the model. In addition, the mechanism can
also be understood in two different contexts: monitoring and endogenous information acqui-
sition. For the former, theoretical research like Holmstrom and Tirole (1993), and Holmstrom
and Tirole (1997) develop imperfect information models in which creditors must exert mon-
itoring efforts to observe accurate underlying project returns. Repullo (2004) and Martinez-
Miera and Repullo (2020) adapt this setup to banks where investment projects are monitored
at a private cost, which is also our crucial assumption. Recent empirical evidence confirms
that active bank monitoring can improve the repayment of loans (Branzoli and Fringuellotti,
2020). For the latter, recent research generally assumes that agents can decrease the noise of
their investment returns by acquiring additional signals, subject to either pecuniary cost or
attention limit (Mackowiak et al., 2021). This mechanism has been adapted to understand
portfolio under-diversification (Van Nieuwerburgh and Veldkamp, 2010; Myatt and Wallace,
2012) and macroeconomic consequences of the uncertainty shock (Fajgelbaum et al., 2017;
Straub and Ulbricht, 2015). In particular, De Marco et al. (2022) and Valchev et al. (2017)
apply endogenous information to explain international equity portfolio allocation bias. Our
paper shares a similar mechanism with these two papers, highlighting the role of informa-
tion acquisition in determining allocation bias. But in addition to this mechanism, our model
also features a bank profitability channel, and this additional channel can help reconcile the
difference between equity and bank home bias.

Finally, the predictions of our model add to the recent literature on the consequences of
low interest rates. Existing research has established the risk-taking channel of monetary pol-
icy, arguing that low rates stimulate the risk-taking behavior of financial intermediaries (Borio

and Zhu, 2012; Jiménez et al., 2014; Bruno and Shin, 2015a; Adrian, 2020). However, more
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recent papers, taking into consideration the impact of low rates on the profitability of banks,
find mixed evidence on risk-taking behaviors (Heider et al., 2019; Boungou, 2019). In light
of the comprehensive effects of monetary policy, recent theoretical papers characterize mul-
tiple channels of policy effect jointly and pin down various forms of interest rate thresholds
at which two effects of monetary policy are balanced, i.e., the net interest margin and the
asset reevaluation effect (Porcellacchia, 2020), and macroeconomic stability and the financial
stability effect (Akinci et al., 2021). Our paper links the profitability effect with risk-taking,
demonstrating a novel trade-off between the risk premium effect and the management cost

effect.

Layout The rest of the paper proceeds as follows. Section 2.2 provides an analytical model
that explains the key mechanisms that determine the global lending preferences of banks, as
well as the channels of the impact of monetary policy. In Section 2.3, we adapt the model
into a dynamic general equilibrium setup to illustrate the dynamic consequences following a
policy rate cut, with the presence of the mechanisms highlighted in Section 2.2. Section 2.4
provides empirical documentation on the home bias in global bank lending. Finally, Section

2.5 concludes.

2.2 Analytical Model

This section outlines our tractable two-country open economy model on global bank lending,
taking into consideration the presence of second-order moments and the ability of the bank

to manage them.

2.2.1  Setup

Our baseline framework features a bank portfolio model in an open economy with two coun-
tries, denoted by (i,j). In each country, the economy consists of three sectors: household,
firms and financial intermediaries (banks). For simplicity, we abstract from heterogeneity
within sector, so that all sectors are representative. Countries are symmetric and differ only in
terms of fundamental parameters. In addition, we assume that there is one common central
bank that sets risk-free rates and supply risk-free asset. We abstract away from exchange rates
fluctuations in this economy. These assumption can be understood as the characterization of

a monetary union, but it can also be seen as a case in which exchange rate fluctuations have
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been perfectly hedged and there is no risk-free rate arbitrage opportunities. Without loss of

generality, we describe the setup from the perspective of country i.

Household There exists a unit measure of identical households. Each household consumes,
saves and supplies labor. Households cannot directly invest into assets, they rather save by
lending depository funds to financial intermediaries. Workers supply inelastically one unit of
labor [{ = 1 in the local labor market and return their wage earnings to the family. They also
choose to hold an amount d; of local deposits at their bank account at a financial intermediary

which is not owned by the family.

Firm The production sector features a representative firm producing a final consumption

good with the technology
yi = F(Aj ki) = Aik;

A; denotes a country specific aggregate technology shock. Moreover, k; is the aggregate
physical capital invested into country i’s firms through lending decisions of both countries

banks, i.e. k; = k;j; + kj;. Aggregate TEP of the two countries (A;, A;) follows the structure
A=z, and A;=z;,

where (z;,z;) denote two technology shocks which determine the fundamental component of
the respective TFP process. We assume that the random variables (z;, z;) are jointly Gaussian
distributed with means (y,, ptzj), variances (O'ZZ’,, (7%,), and correlation p € (—1,1) 4. As a result,
capital returns to production are linear in the fundamental technology component.

In addition to fundamental TFP shock, we assume that there will be a second set of shocks
that contribute to the variance of project returns received by the banks, which we refer to as
uncertainty. Uncertainty shocks, denoted by (¢;, e]-), is Gaussian with zero mean and variance
denoted by (0,02). Moreover, we impose that (e;,€;) is independent from (z;,z;). The eco-
nomic intuition of this component is that it captures the non-fundamental risky components of

project returns, such as information friction, regulatory frictions or policy uncertainty. Since it

is not fundamental, we assume that it can be reduced by the bank through management activ-

4This assumption tells us that return on projects can potentially be negative. This is to make analytical solu-
tion tractable. In the numerical exercise, we will choose parameters such that negative returns are of very little

possibility.
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ity, but with a cost. This can be understood as banks hiring more project managers to oversee
their loans in order to reduce the possibility of default. The details of this specification will be

introduced in Bank and Interest Rates Determination section.

Bank Bank is the only financial intermediation of our economy. We assume that there is
one representative banking sector in each country, who performs both domestic and foreign
lending. The asset side of the banks’ balance sheet thus includes loans to domestic firm
project, loans to foreign project, and one risk-free asset. We assume that the risk-free asset is
the same for both countries with gross return R/. The liability side is assumed to include only
equity and deposit. The bank is endowed with initial equity e;, and deposit d; is supplied
uniquely by domestic households. The size of the balance sheet, or the bank’s total loanable
wealth, is thus given by w; = ¢; + d;. Denote § = Z)—ii as the deposit-to-asset ratio.

We adopt the portfolio approach of banking and assume that the banks have CARA pref-

erences of the standard form

where a# > 0 denotes the absolute risk aversion parameter. The reason why we choose this
specification of bank utility is two-fold. First of all, since we seek to capture the risk-taking
channel of monetary policy in our model, the CARA-normal framework is a convenient form
since it allows us to develop tractable portfolio solutions conditioning on both first and second-
order moment of the investment projects. Second of all, although many banking literature
assume risk neutrality of banks, risk also plays an important role in these model, through
the risk-weighted capital requirement constraint. Therefore, the risk-aversion of banks in our

framework can also arise from similar motives to control for riskiness.

Central Bank We assume that there exists one central bank, whose role is to determine
risk-free return R/, which is the same across both countries, and set regulatory policies. The
risk-free asset can thus be understood as reserves directly provided by the central bank, or

other form of safe asset whose return is under the influence of central bank operations.

Interest Rates Determination Beside the risk-free interest rate chosen by the central bank,
there are two additional interest rates in our economy, the deposit rate and the loan rates.

We assume that both rates depends on the risk-free rate, and we specify the degree of pass-
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through. The deposit rate offered by the bank is RY. For simplicity, we assume that the deposit
rate is a functional of the gross monetary policy rate R/. Specifically, we impose R? = (Rf )w,
where w € [0,67!] denotes the pass-through elasticity from the risk-free monetary policy rate
to the deposit rate. The previous parametric specification serves as short-cut to model deposit
competition in a low interest rate environment. Consistent with empirical evidence, w takes a
value close to zero at the ZLB. Away from the ZLB, w is close to its upper bound of unity.
The loans rates charged by the banks are determined in two steps. Given the gross re-
turn (R, R/) of the risky projects and the risk-free rate Rf, banks bargain with entrepreneurs
over the division. Specifically, we assume that banks have bargaining power 6 € (0, 1], and en-
trepreneurs have respectively bargaining power 1 — 6. The standard Nash bargaining outcome

predicts that equilibrium loan rates are given by
Rgi:9<Ri—Rf) +R/, and Rf].:0<Rj_Rf) + RS,

If & = 0, there is complete pass-through of policy rate to loan rates. On the contrary, if 6 =1,
there is no pass-through and banks completely extract matching returns. Moreover, as stated
in previous section, there are non-fundamental uncertainty shocks (e;, €;) that affect project
returns received by the bank. To be more specific, we assume that the bargained outcome

(R!

iir Rfj) is subject to the perturbation of uncertainty shocks, i.e.
RL =R +¢; R.. =Rl 4 e
11 ll+€1’ ij 1]+€]/

where €;, €; are uncertainty of the respective country.
In addition, we assume that the uncertainty can be reduced through costly management >.

By choosing effort levels (m;;,m;;), the bank can decrease the size of the uncertainty shock
Réi = sz + P(mi]-, kz-z-)ei , Rf‘j = Rf] + P(mi]-, kii)e]- ,

with P € (0,1) is the uncertainty reduction technology, or management, of the banks, and

5The assumption of costly uncertainty management stems from multiple strands of literature, in particular
risk management and monitoring, and endogenous information acquisition. The difference from the monitoring
literature (Holmstrom and Tirole, 1997; Repullo, 2004) is that these models often assume monitor shifts the prob-
ability distribution of project realization, changing the mean and the variance at the same time. In our setup,
management only affects variance directly. Endogenous information acquisition literature (Van Nieuwerburgh
and Veldkamp, 2010) points out costly information acquisition as one reason for portfolio under-diversification.
Essentially, investors would like to learn more about the assets which they hold the most, and the act of learning in
turn may strengthens the investors’ incentives to increase the holdings. Our assumption of comparative advantage
in monitoring also features this effect
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it depends on m;, the effort level of managing, and the loan size. The costs associated
with management activities for domestic and foreign loans are given by C;(m;;, ki;, Aé;") and
Cj(miij, kij, Aé;) respectively. The cost functions are assumed to be different for the domestic
and foreign assets to reflect the comparative advantage of bank’s in managing their domestic
lending. Equivalently speaking, foreign lending always poses greater difficulty in managing,
ie. Cim(m,k,A&") < Cj,u(m, k,Aé') for all levels of (m,k, A&;") 6. To simplify the analysis, we
assume that domestic uncertainty cost is always zero. That is, C;(m,k, A¢/') = 0 for all levels
of m. As a result, domestic uncertainty can be perfectly eliminated, as P(m;, k;;) = 0. This
is equivalent to saying that we focus not on the absolute level of uncertainty, but the relative
level of uncertainty difference in domestic and foreign investments.

The crucial assumption here is the fact that the management cost is dependent on the
bank’s profit, measured by the expected equity gains Aé;)7. This is an ad hoc way to capture
the fact that costly uncertainty management is not exogenous to banks” investment decisions,
consistent with the common assumption in bank risk management literature. For example,
(Froot and Stein, 1998) provides a joint framework analyzing the portfolio allocation and risk
management with the presence of illiquid risk, in which capitals are used as a device to absorb
illiquid risks. As a result, optimal portfolio allocation must be determined jointly across assets
instead of individually. Rampini and Viswanathan (2013), studying firms’ risk management,
shows that firms with low cash flows make cutbacks in risk management. Our assumption
here seeks to characterize an effect in a similar spirit, and this ad hoc form of assumption can
be micro-founded if we also incorporate a convex cost in raising external capital for further
investment. In addition, the assumption is also consistent with empirical evidence. Ellul and
Yerramilli (2013) construct risk management index (RMI) on the level of bank holding compa-

nies and find that more profitable banks have a higher degree of risk management.

Timing of Events Timing of events is summarized in Figure 2.1.
o. Depositing collection. Households deposit their money into respective domestic bank,
given the gross deposit rate RY.

1. Portfolio investment. Bank chooses the portfolio allocation {k;;.k;;, b;}, given the available

6Apar’c from comparative advantage, moral hazard issues, as pointed out by Farhi and Tirole (2012), also
explain why banks face uncertainty in foreign investments but not their domestic counterpart. Banks might count
on explicit bail-out by the government on the domestic borrowers defaulting on the loans but not the foreign
borrowers.

7Here the equity gain is before uncertainty management costs. The cost is wasted in the sense that it is not
redistributed back to households.
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Deposit Collection Interim Stage Management Loan Repayment
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Figure 2.1: Timing of events.

funds w;, which is the sum of the initial equity e; and deposit received d;.
2. Interim stage management. Given the portfolio {k;;.kij, b;}, bank choose the optimal level

of management m to exert to reduce uncertainty in foreign investment.

2.2.2 Bank’s Problem

Under this setup, we can define the end-of-period equity before the management cost realiza-

tion, denote as ¢;’:

51'/ = bez + Rgikii + Rf]kl] — Rddl'
~ S~~~ —— ~
risk-free repayment  domestic loan repayment foreign loan repayment deposit payment

Based on ¢;/, we define Bank profitability as increment of equity before managing cost
P Y quity gmg

And after the management cost has realized, we have the final end of period equity:
e§ = Rfl'kii + (Rf] + € (1 — P(m*,kij)))ki]- + T’fbi — Rddi — C(m*,ki]-, A& .

Note that under this setup, we can redefine the expected profitability as follows

E [AE”I] = (1 — wé)wirf + 9(]41 - T’f)kii + 9(]4] — T’f)kz] . (2.2.1)
—_——
risk-free profit risky domestic profit  risky foreign profit

where (p;, jij) are the net return from the project, 7 is the net risk-free rate, and Z contains
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all the information regarding portfolio allocation. This expression shows that the expected
profitability essentially, contains two component. The first component, risk-free increment,
denote the profit coming from the interest rate margin. As the bank pays the depositors at a
lower rate than risk-free rate, and the deposit-to-asset ratio J is always less than 1, this part is
what banks can arbitrage between depositors and risk-free asset issuer, i.e. the central bank.
The second component, which we refer to as risky increment, comes from the risk premium
of domestic and foreign investment. 6 is the Nash bargaining parameter that determines to
what extent this part can be extracted by the bank. We can see that the risk-free interest rate
has positive effect on the first component and negative impact on the second. The following

lemma characterizes the overall impact of monetary policy.

Lemma 1 (EXxPECTED BANK PROFIT AND MONETARY PoLICY). Assume that the two countries’ TFP
shocks have the same mean, i.e. y; = pj = p. Denote the domestic risky asset share by x;;, respec-
tively the cross border risky asset share by x;j. A monetary policy tightening increases expected bank
profitability IE [Aé;|Z] if the following condition holds

0+ wd—1 —rf
5 o H rf <€kiiﬂ’fKii —+ 8kij/7’fKij> , (2.2.2)

A
w;
where € ,r and E;ir! denote elasticities of risky asset investments with respect to the net monetary

policy rate.

To understand the result of Lemma 1, notice that the left hand side of equation (2.2.2)
denotes the share of risk-free central bank reserve hold by banks of country i. The right hand
side is composed of two terms. The first term denotes the mechanical effect of a monetary policy
tightening. It reflects the change in expected bank profitability holding the current portfolio
unchanged. Contrary, the second term documents the behavioral effect of a monetary policy
tightening. It reflects the change in expected profitability induced by a change in the portfolio
composition in response to the policy change.

The mechanical effect trades off two channels: First, a standard bank lending channel
according to which a monetary policy tightening reduces the excess return on risk asset in-
vestments. The strength of this channel is captured by banks’ bargaining power 6. Second,
a net risk-free return exposure channel according to which a monetary policy tightening in-
creases the return margin between central bank reserve holdings and deposit rates, which is
captured by the leverage ratio § and the deposit elasticity w. For larger values of ¢, 6 and w,

a larger risk-free asset share is required for expected bank profitability to increase. The intu-
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itions are as follows: an increase in the leverage ratio 6 exposes banks to larger amounts of
deposit return payments and hence decreases profits. For expected profitability to increase by
compensating for the bank lending channel, a larger central bank reserve share is necessary.
Moreover, an increase in pass through of monetary policy to deposit rates w increases the de-
posit rate and reduces profitability. As a result, a larger central bank reserve share is required
to compensate for the negative margin arising from the standard bank lending channel. If the
economy is close to the ZLB, i.e. w is close to zero, the mechanical effect will always induce
an increase in expected bank profitability as w < §7!(1 — 6) in this case. Finally, an increase
in the bargaining weight 6 for loan rates strengthens the mechanical effect arising from the
standard bank lending channel by reducing the expected bank profitability.

The behavioral effect implies that a monetary policy tightening decreases excess returns
of loans and hence reduces risky asset holdings. This goes along with a reduction is expected
profitability which requires in turn a higher central bank reserve share to compensate for
the downward pressure arising from the bank lending channel. The elasticities (Sk]_[,rf,gk’_j/rf)
also encompass endogenously substitution effects among risk asset holdings in response to
changes in the monetary policy environment and hence reflect the change of the home bias
of banks. The former channel is relevant for expected bank profitability in case of loan rate
heterogeneity across countries, i.e. if y; # y; applies.

We are now ready to define the bank’s problem under this setup. The objective of the

multistage problem can be written as

E [u(e)|T - .
{kiflg,?b)z(-,m} [u(ef)|Z] o

8; = Rfikii + <R£] + 6]' (1 — P(m, klj))>k1] + T’fbi — Rddi — C(m, ki]', Aéi/) ,

w; = ki —|—ki]' + b;

where (R, jo, rf) denote the gross returns of investment opportunities. The maximization

problem of banks is solved by backward induction. Given Z, they maximize expected utility,
which depends on terminal equity /.

2.2.3 Interim Stage Management

Given the timeline of events, we solve the banks’ optimization problem (P1) by backward

induction. At second stage, bank has chosen the portfolio {kii.ki]-, b;} and need to exert an
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effort to control for the detrimental effect of uncertainty. Banks can reduce the uncertainty
02 by choosing, for a given cross-border investment level kij, an effort level m* to maximize

expected utility gains
m* = argmax E [u <ej73(m, kij)kij — C(m, kij, Aé/)) \I] , (2.2.3)

where P (m, k;j) is the uncertainty reduction function and C(m, k;;, Aé;’) is the uncertainty man-

agement cost function defined in previous section. We parameterize the uncertainty reduction
function and management cost function P (m, k;;) in an elasticity form

— P3N

P(m,kl]) =m (Pkij ,

C(m, kij, A&') = (1 —yE [Aé/|IDAka}’]- , with pe¥,A>0,x>1,v>0, (2.2.5)

with ¢ >0,17>0 (2.2.4)

where Y is the feasible set for the sensitivity parameter ¢, formalized in the appendix. Under
this formulation, the parameters (¢, 7, A, x,v) all have direct interpretations, as they denote
the elasticities of the effective uncertainty reduction and management cost with respect to the
respective inputs. Assumption 1 characterizes the key property we assume of the management

cost function.

Assumption 1 (UNCERTAINTY MANAGEMENT CosTs). We assume that uncertainty management

costs C(m, kij, A¢;') decrease in expected bank profitability, ie. p € ¥ C Ry

Assumption 1 limits the support of ¢, which denotes the sensitivity of the uncertainty
management cost with respect to expected bank profitability. This implies that the cost of
uncertainty management is endogenously affected by banks” investment decisions. The as-
sumption is in a similar spirit to the corporate finance models that feature a interim stage
liquidity shocks. In this type of models, after investing money in the first period and be-
fore the project return realizes, banks or investors need to secure new funds for interim stage
liquidity needs. The amount of new funds that can be raised depends either on some collat-
eral or on the pledgeable part of future project return realization, and the latter is just what
we assume. At the uncertainty management stage, banks have already invested their total
available funds w;. Hence, to conduct uncertainty management activities they need to borrow
additional funds, which they repay at the end of the period. We assume that the counter-
party lender is risk neutral, makes zero profits and offers a contract in which the interest

rate depends on the expected profitability of bank activities. For simplicity, we abstract from
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modeling a full-blown inter-bank market equilibrium. Instead, we simply assume that the
interest rate charged for borrowing at interim stage decreases in the expected profitability of
banking activities, as higher expected profitability implies higher pledgeable return. From a
modelling perspective, this specification also introduces a wealth-dependent component into
the portfolio choice problem of banks.

The result of the second-stage uncertainty management problem is summarized in the

following Lemma 2.

Lemma 2 (OPTIMAL UNCERTAINTY MANAGEMENT). Given the first stage investment {k;;, kij, b;},

the variance of foreign loans under optimal effort level m* is given by

1

2 5./ 2

o; + G(1—yE [A[Z]) x — x o7 ,
~— ij S~~~

@ TFP Shock Variance @ Uncertainty Shock Variance

Management reduction

where ({;, ) are the coefficients determined by the parametrization of the uncertainty reduction func-

tion P (m, k;;) and the cost function C(m, k;j, Aé;').

Lemma 2 shows that the size of the ex post uncertainty, i.e. the uncertainty regarding cross-
border investment returns after banks have exerted effort to reduce its size, depends on ex ante
uncertainty o2. In addition, it also depends one three key components. First, it depends on
the parameter (;, which we refer to as inverse uncertainty management ability. It is a scaled
version of the managing cost shifter c;. The scaling term in turn hinges on the management
costs and uncertainty reduction elasticities as well as the banks inherent risk aversion. The
lower the value of (;, the lower is the ex post uncertainty. Second, ex post uncertainty depends
negatively on the expected profitability before uncertainty management costs. The degree of
this reduction in turn increases in the sensitivity parameter ¢, as imposed in 1. Third, ex post
uncertainty depends negatively on the total size of cross border investment k;j, in the sense that
there is return to scale effect in uncertainty management. Several theories in the literature can
explain this return to scale effect, i.e. a negative correlation between asset size and asset risk.
For example, it might arise from a moral hazard problem between banks and regulators, i.e.
due to too big to fail incentives. Farhi and Tirole (2012) point out strategic complementarities
in balance-sheet risk choices due to ex post bailouts. In our model, an increase in cross border
asset holdings increases overall risky asset holdings of the banking sector. In the light of the
too big to fail argument, this raises the likelihood to receive governmental bailouts in case of

failure, which is in turn equivalent to a decrease in risks.
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Before we move on to the first stage portfolio allocation problem, we state two corollaries
of comparative statics of the optimal management effort m* and reduced form management

efficiency paratmer (; with respect to the elasticity parameters.

Corollary 1 (COMPARATIVE STATISTICS OF OPTIMAL MANAGEMENT EFFORT). The key comparative

statics of optimal managing effort m* satisfy

iy
do " do? ©dk

20,

ij
Under the functional forms specified in Lemma Uncertainty and Assumption Elasticity, optimal

risk management effort m* are characterized by the following properties:

(a) If = 0, i.e. risk management costs are insensitive to expected bank profitability, m* is strictly

increasing and concave in cross border investment kij.

(b) If ¢ > 0, i.e. risk management costs are sensitive to expected bank profitability, m* is strictly

increasing and admits an inverse S-shape in cross border investment k;;.

The sign of the comparative statics with respect to the first stage investment k;; is arbitrary. This is due

to the assumption that managing costs may be increasing in initial investments.

We graphically illustrate Corollary 1 in Figure 2.4. It can be seen that optimal uncertainty
management effort under i > 0 constitutes an upper envelop of optimal uncertainty manage-
ment effort under ¢ > 0. Consequently, the case of ¢ > 0 limits the uncertainty friction faced
by banks, and thus strengthens portfolio diversification incentives.

The intuition for the first part of Corollary 1 is straightforward. If uncertainty management
costs are independent of expected bank profitability. This ensures that optimal uncertainty
management effort m* is concave in cross border investment kij. However, in the presence of
decreasing uncertainty management costs with respect to expected bank profitability, a coun-
tervailing increasing returns to scale channel is at work. A larger cross border investment
position increases expected bank profitability, which translates into a larger reduction on un-
certainty management costs due to A > 1. This channel induces a more than proportional
increase of optimal uncertainty management effort. As the DRS channel is strong for small
cross border positions, whereas the IRS channel is especially pronounced for larger cross bor-
der positions, the shape of optimal uncertainty management effort m* follows a combination
of both channels. It is thus concave for small cross border positions and convex for large cross

border positions.
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Corollary 2 (COMPARATIVE STATISTICS OF MANAGING ABILITY). Under the functional forms spec-
ified in Lemma Uncertainty and Assumption Elasticity, the key comparative statics of the inverse risk

management ability {; are given by

9¢; a¢; a¢;
$<0, %<O, and £>0

Additionally, the comparative statics with respect to the risk reduction elasticity 1 and the management

cost elasticity v are hump-shaped such that

(2) ?T% > 0if 7 > 1, respectively aa—%i <0ifn <y,

(b) % > 0ifIn(ap) > —2(1+ n). Moreover, if In (xg) < —2(1+ 1) holds, we have % > 0if
v > v, respectively % <0ifv<uv.

Comparative statics for the parameters («, ¢, c;) follow intuitively. An increase in banks’
risk aversion induces higher uncertainty management effort and thus improves their manag-
ing ability. A rise in the uncertainty reduction elasticity with respect to uncertainty manage-
ment ¢ improves the efficacy of uncertainty management and hence lowers (;, whereas an
increase in the marginal cost shifter c; weakens the managing ability. However, comparative
statics with respect to (,v) are non monotonous due to the presence of two countervail-
ing effects: an increase in #, which captures the complementarity strength between first stage
cross border investment and managing effort, lowers the uncertainty reduction ability through
P(m, ki;). A rise in 7 however also lowers the degree of convexity of the uncertainty manage-
ment cost function C(m, k;;, Aé;'). For large values of 7 the latter effect dominates and the
result follows. A similar reasoning applies to the comparative static with respect to v. At
impact an increase in v raises uncertainty management costs, but also reduces the degree of

convexity.

2.2.4 Portfolio Solution

Given the derivation of optimal uncertainty management effort, we restate the maximization

problem of banks (P1) in an equivalent form, (P1’). We prove in the appendix that the solution
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to the banks” maximization problem (P1) is equivalent to the solution to
max E [u(e})|Z] s.t. P1’
{kii kij bi } [ ( l)| ] (Pr’)
¢j = Rikij + Rijkij + r/b; — R%d; ,
w; = kij +kij +b; ,
where the variance of a per unit cross-border investment is given in Lemma 2. In Proposition

1 we characterize the optimal portfolio allocation of banks.

Proposition 1 (OPTIMAL PORTFOLIO ALLOCATION). Given the optimal management of uncertainty

in the second stage, the optimal portfolio allocation chosen by the bank satisfies

1 ~~ ~ ~

ao? i a07 o 07
ki— (1 — 2 - G(ﬂj—rf) _@G(Vi—rf) B %g;g ‘
! 3 w0 5 ac? 72
] 1 ]

where
52 =02 [1 —p(1— wé)wirf] ,

07 = o7 — L (p; — )z,

(00io; — 5C0(ui — 1/ )02)
0;0; '

ﬁ:

To better understand the intuition of Proposition 1, notice first that if (73 =0, i.e. the un-
certainty in foreign investment can be perfectly eliminated, the third terms inside the second
bracket of k;; and k;; disappear. Furthermore, the expression of (57]-2,(3) will collapse to the
original (0']-2, p). In this case, the solution becomes that of a standard CARA-Normal problem,
with the first component denoting the baseline CARA portfolio choice characterized by the
Sharpe ratio, and the second component denoting a diversification channel governed by the
correlation p between two countries fundamentals. In this case, monetary policy affects bank’s
investment decision only through risk-premium, and the risk-taking channel of monetary pol-
icy is at work.

If 02 # 0, but ¢ = 0, we have the case in which there is foreign investment uncertainty,

but the cost of managing is exogenous. This is due to the fact that when ¢ = 0, the cost of
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management does not depend on expected future profit, as can be seen from Lemma 2. In this
case, the third terms appear in the expression, but the expression of (72, 6]-2,(3) will collapse
to the original (02, 0']-2, p). We see that with the presence of uncertainty, foreign investment k;;
is biased downwards as the third term is always negative. Whereas the impact of domestic
investment is ambiguous, as it depends on the correlation p. This result is intuitive, as the
presence of uncertainty would always make foreign investment less attractive, therefore bank
would reduce foreign lending. Whether domestic lending would be reduced depends on the
diversification merit, which in turn depends on the fundamental correlation p. If the two
countries’ fundamental is positively correlated, domestic and foreign investments are substi-
tute, thus domestic lending would increases with the presence of foreign uncertainty. If p < 0,
there is complementarity between two assets as there is the merit of diversification. Therefore,
domestic lending will also goes down, although to a less extent than foreign lending. In this
case, monetary policy still work through risk-taking channel but does not interact with the
uncertainty management.

When ¢ # 0, the interaction between monetary policy and uncertainty begins to kick in, as
three new channels of monetary policy is introduced. The first channel, which works through
02, is the attenuation of uncertainty friction channel. As can be seen from the expression of &2,
the presence of the cost reduction mechanism, i.e. ¢ # 0, makes the uncertainty friction less
relevant. The derivative of this channel of effect with respect to interest rate is always negative,
meaning that the higher the interest rate, the lower the effective uncertainty variance. This is
consistent with the intuition, as higher interest rate implies higher rate-free rate and deposit
rate margin, which in turn implies higher profitability from the risk-free rate component, as
shown in Equation 2.2.1, and thus lowers the cost of management.

The second channel, which works through 72, is the variance reduction channel for foreign
investment. This comes from the fact that uncertainty management has economy of scale,
because the risk premium of the return adds to the expected profitability. This leads to less
cost for uncertainty management and lower ex post variance after management, which further
increases the investment for foreign investment. The derivative of this channel of effect with
respect to interest rate is always positive, meaning that the higher the interest rate, the higher
the effective fundamental variances. This is consistent with the intuition, as higher interest
rate implies lower risk premium for the foreign asset. This leads to less expected profits
from the risky increment component, as shown in Equation 2.2.1, and therefore less variance

reduction effect for foreign investment.
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The third channel, which works though g, is what we refer to as generalized correlation struc-
ture channel. This term reflects the de facto correlation between domestic foreign asset, which
is different from the fundamental correlation p. The reason is that since risky returns from
domestic projects can be used to lower the cost of uncertainty management of foreign invest-
ment, this creates an additional layer of correlation similar to the idea of cross-subsidization.
This can be linked to the effect of interdependent investment decisions highlighted in Froot
and Stein (1998). The interdependence comes from the endogeneity of the risk-aversion in
Froot and Stein (1998), and in our case, it comes from the endogenous uncertainty manage-
ment cost. However, the underlying mechanism is very similar, that is, price of non-tradeable
risks is essentially endogenous.

Whether p increases or decreases in the risk-free rate is not straightforward to see, as both
the numerator and the denominator contains /. However, note that the numerator is decreas-
ing in rf, which means that the de facto covariance of the two assets is always decreasing in
risk-free rate, and the correlation will be jointly pinned down by this new covariaince and new
variance c"T].z. The reason why de facto covariance is decreasing in risk-free rate is because the
new layer of correlation depends on the risky return of the domestic investment captured by
its risk premium. Thus the higher the risk-free rate, the weaker this new channel of covariance.

The relationship between the new transmission channels of monetary policy and the

pledgeablity future profits can be seen from the following corollary.

Corollary 3 (AssET PLEDGEABLITY). Suppose that different components of expected bank profitability
have different degree of pledgeablity, differentiated by x; and x¢:

E [A(?”I] = (1 — wé)wirf —|—Kd9(‘ul' — Tf)kl',' + Kfé)(y] — Tf)k,] .

risk-free profit risky domestic profit risky foreign profit

where kg € [0,1] and k¢ € [0,1] denotes the difference in pledgeablity of risky domestic and foreign
returns comparing to risk-free returns. Then for the portfolio solution, we have the following definition

of the parameters:

02 =02 [1-9(1 - wd)wi’]

07 = o7 — kL0 (uj — ' )aZ,

(poioj — 520 (i — /) 02)
0i0j '

‘5:
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Finally, before we proceed to examine the implication of monetary policy on bank home
bias, we state the condition to ensure the existence of a global maximum for the policy func-
tions derived in Proposition 1. we characterize in Lemma 3 the feasible parameter space Y™
of banks” uncertainty management cost reduction sensitivity parameter 1. The upper bound

on the managing costs sensitivity parameter is also illustrated in Figure 2.15.

Lemma 3. ®(y) is discontinuous at the point

2
Gi0(pj — ™)y,

(a) Ipr”j%jrm = BT () is an affine function in  in Ry if 2% > K="

7 o = ="

() If Zij%jrm # %, () has a positive and a negative root, between which the function is
positive. Thus, there exists an upper bound @GM on 1, such that @ is strictly positive in the set
YoM = [O, @GM). The upper bound is given by

NI=

).

[ T([Wj(w =) = ai(u = )] + (oo — ) = a3 = )] + (i — )2 (1 = o))

with T = 20 7Y < e
The first statement in Lemma 3 provides a condition under which the auxiliary function
® is affine in ¢ and strictly positive. Consequently, the sensitivity of the cost function with
respect to expected bank profitability is unrestricted in this case. The second statement of
Lemma 3 considers the case in which & is nonlinear in ¢. In this case, the solution describes a
global maximum if i < @GM. The necessity of the upper bound is required to prevent banks
from exploiting uncertainty management activities and taking advantage of the cross-border
information friction. From Corollary 1 we know that uncertainty management activities fol-
low an inverse S-shape in cross-border investment. banks thus find it optimal to choose an
allocation on the increasing returns to scale part if the sensitivity of the cost reduction with
respect to expected profitability is large. In the light of the previous argument, the derived

upper bound @GM hence precisely limits banks uncertainty management incentives.

2.2.5 Monetary Policy Transmission

Based on the optimal bank portfolio characterization from Proposition 1, we now define the

theoretical counterpart to our empirical bank home bias measure. To do so, we fist impose

66



2.2. ANALYTICAL MODEL

two assumptions, which simplify the analysis of home bias fluctuations without changing the

model propagation itself fundamentally.

Assumption 2 (SAFE AsSET PROVISION). Safe assets are provided by country i, i.e. risk-free asset

holdings are domestic from the perspective of country i, not from the perspective of country j.

Under Assumption 2, the theoretical counterpart to the empirical home bias measure for

country i is given by

142
HB; =1— Z]’ . (2.2.6)
1+ ¢

i

It can be seen from the previous equation (2.2.6) that our home bias measure essentially boils
down to relating two ratios: it strictly decreases in the ratio of initial bank wealth %, and
strictly increases in the ratio of investments into the counterparty country j, i.e. % As the
safe asset is domestic from the perspective of country i, the home bias measure is independent
from risk-free asset holdings. Therefore, the measure only reflects preferences over productive
assets and is not affected by the demand for safe assets.® In Appendix 2.7.1, we derive theo-
retical bank home bias measures when relaxing Assumption 2 and numerically show how the
subsequent results depend on the applied home bias measure. Before stating the first main
result on how monetary policy shapes bank home bias, we constrain in Assumption 3 the

fundamental model parameters across countries.

Assumption 3 (SYMMETRY BETWEEN COUNTRIES). The fundamental model parameters of both coun-

tries are equal, i.e. p = p; = pj, 0 = 0; = 03, { = §; = {j and w = w; = w; holds.

Assumption 3 eliminates the role of cross country heterogeneity for the determination of
home bias. It thus allows to isolate the effects being of interest, namely the interaction of
cross-border information frictions and monetary policy. Assumptions 2 and 3 are necessary
to analytically characterize bank home bias fluctuations in our model environment.

Apart from these two assumptions, we have the following lemma to ensure that the model

prediction is consistent with general stylized facts regarding cross-border lending.

8The incentives of investors to hold safe assets when the economic uncertainty is high have been addressed by
the flight to safety (FTS) literature. Caballero and Farhi (2018) discusse the consequences of safe asset shortage and
the role of public debt. Brunnermeier and Huang (2018) further highlight international capital flows to advanced
economies as search of safe assets, as the ability to provide safe asset is not uniform across countries. Baele
et al. (2020) empirically document FTS episodes for many countries and document the appreciation of safe asset
countries” currencies. However, in our paper we restrict the analysis to the case in which only one country is able
to provide safe assets, and additionally abstract from exchange rate variations. As a result, the demand for safe
assets is not a crucial driver of home bias fluctuations.
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Lemma 4 (CONSTRAINTS FOR EMPIRICAL RELEVANCE). Under Assumption 3, there exist upper

bounds for p and 1, below which the solution to the portfolio problem has the following properties:
(a) kit =kjj > kij =k;; > 0,
(0) 1—9(1 —wd)rfw; =1— (1 —wé)rw; > 0.

The equalities in both statements of Lemma 4 arise from Assumption 3 on symmetry.
Statement (a) captures the stylized fact that for the vast majority of countries, domestic bank
lending exceeds cross-border lending. Additionally, both lending positions are bounded away
from zero, i.e. we abstract from short selling opportunities. Moreover, statement (b) is a
necessary condition for expected bank profitability to be positive, i.e. banks are not exposed
to bankruptcy.

Lastly, in order to capture banks” lending preference, we define the Bank Home Bias Index.

Definition of Bank Home Bias The countries are indicated by i € I. Denote by d; the
domestic asset holdings of country i’s banks, and c; the cross-border asset holdings. Suppose
the home country is country i*. To compute the benchmark portfolio for country i*, we
first need to compute the total investment to countries that are foreign to country i*, which
equals Xjzp-d; + Xz (¢; — cf*) + ¢;+. The first term denotes all the other countries’ domestic
investments. The second term is all the other countries’ cross-border investment, net of the
investment that goes to the country i*. Finally, the third term is the cross-border investment
of the home country i*. The world’s total investment is given by X;c;(¢; + d;). Based on this

definition, the formula for bank home bias is given by:

Ci*

UB =1— portfolio foreign share of i* 1 o (227)
"~ 7 world portfolio foreign share of i* Tigit dit Bz (ci—c ) e =7
Zi(ci+d;)

Based on the previous assumptions, we are ready to present the key theoretical result of

this section in Proposition 2. We graphically illustrate Proposition 2 in Figure 2.2.

Proposition 2 (BANK HOME Bias AND MONETARY PoLICY). Denote 6 = % as the deposit to asset
ratio, w the mark-down on deposit rate that captures the pass-through of risk-free rate to deposit rate,
and w the amount of banks’ total loanable wealth. Under Assumptions 2 and 3, the following results
hold:
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1. If w = 671, monetary policy tightening unambiguously increases bank home bias.?

2. Ifw < 871, there exists a unique value @* which defines a separating line w™N (w;) in the (w;, w)
space

WM (w;) = ;(1 - w) .

w

(@) If w > wN(w), ie. (1—wé)w < @*, monetary policy tightening raises bank home bias.
() Ifw < wN(w), ie. (1 —wé)w > @*, monetary policy tightening reduces bank home bias.

(c) On this line, monetary policy does not affect home bias.

Proposition 2 summaries the state-dependence nature of the impact of monetary policy
on bank home bias. Statement (a) depicts a special extreme case, in which the pass-through
elasticity from the monetary policy to the deposit rate equals the inverse leverage ratio. This
yield the results that the risk-free increment component of Equation 2.2.1 becomes zero, mean-
ing that taking into consideration the size of the deposit, the bank earns nothing after they
repay their depositors if all wealth is invested in risk-free assets. This is an upper bound for
the deposit rate pass-through, because once w exceeds this level, bank capital will be eroded.
As a consequence, optimal domestic and cross border portfolio holdings will be independent
of banks’ total balance sheet size w. This implies that cross border lending necessarily de-
creases in response to a monetary policy tightening. Additionally, as domestic bank lending
is less negatively affected by the aforementioned change in monetary policy, bank home bias
increases.

Statement (b) characterizes a more general case, in which the pass-through elasticity from
monetary policy to the deposit rate is strictly smaller than the inverse leverage ratio. Two
regimes of bank home bias regimes emerge under this scenario: (i) a normal regime in which
a monetary policy tightening increases bank home bias, and (ii) a reversal regime in which a
monetary policy tightening decreases bank home bias. As it can be seen from Figure 2.2, the
latter regime is more likely to arise when the deposit rate elasticity w is low, which is the
case if the monetary policy rate is close to the ZLB. In addition, for a given deposit elasticity
w, shifting from the normal to the reversal regime is more likely if banks dispose a higher
amount of loanable wealth w. The reasoning for this is as follows: if the banking sector

disposes over a sufficient amount of loanable wealth, a tightening in monetary policy has

91If we allow for cross country heterogeneity in fundamental parameters instead of assuming Assumption 3, a
sufficient condition for home bias to increase would be given by p% <1l
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Figure 2.2: Graphical Illustration of bank home bias regimes according to Proposition 2.

according to Corollary 1 ambivalent effects on expected bank profitability. The mechanical
effect, i.e. the effect on profitability when keeping the portfolio composition unchanged in
response to a policy change, increases the profit margin arising from risk-free rate arbitrage
and respectively decreases the profit margin on risky asset holdings. If the former channel
is sufficiently strong, i.e. w sufficiently low, a monetary policy tightening increases expected
profitability, which in turn induced larger uncertainty management activities. This leads to
a relatively stronger increase in cross-border lending activities compared to domestic lending
activities, which in turn suppresses bank home bias. If, however, disposable wealth is rather
small, i.e. w < w*, a monetary policy tightening decreases bank profitability at the ZLB, such
that cross-border lending decreases and home bias goes up.

Based on Proposition 2, our model has the following predictions on the interplay between
cross sectional heterogeneity of the banking sector and bank home bias fluctuations as a reac-

tion to a change in monetary policy.

Corollary 4 (TEsTaBLE PREDICTIONS). Under the same set of assumptions as in Proposition 2, the

following statements hold:

(a) For a given deposit rate elasticity w, banks with larger balance sheet w are more likely to decrease
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their home bias in response to a monetary policy tightening.

(b) Banks with larger leverage ratio & are less likely to decrease their home bias in response to a

monetary policy tightening.

The proof of Corollary 5 is straightforward. Statement (a) follows as w™

N

is an increasing
function of w, whereas statement (b) follows as w" is a decreasing function of . Statement
(a) of Corollary 5 highlights the role of large globally operating banks in driving recent em-
pirical home bias trends. The larger the balance sheet of banks are, the more likely they are
to decrease home bias in response to a monetary policy tightening. As a consequence, the
cross-sectional size distribution of banks within an economy turns out to be a crucial driver of
aggregate bank home bias fluctuations. In other words, merging and acquisition among banks
that affect the banking sector size distribution may have an impact on international lending
decisions. Furthermore, a larger leverage ratio shrinks the size of the ZLB region as it puts
downward pressure on the expected bank profitability in reaction to a monetary policy tight-
ening. To improve financial stability, regulators have recently implemented tighter leverage
ratio requirements pushing down the leverage ratio 4. In the light of our theoretical results,
such a policy induce in fact a higher likelihood for expansionary monetary policy close to the
zero lower bound to increase bank home bias.

Before concluding on this section, we provide a sensitivity analysis on the predictions of
Proposition 2 by removing step by step the key frictions of our model. This allows to assess

the contribution of each friction in driving bank home bias fluctuations.

Corollary 5 (FrictioNAL DECOMPOSITION OF HOME BiaAs-MONETARY POLICY INTERACTION).

Assume that % > —1. Then, under Assumption 2 the following statements hold.
ij

(a) Removal Expected Profitability Friction: If ¢ = 0, i.e. banks’ uncertainty management ac-
tivities do no longer depend on expected profitability, home bias increases in the ratio of banks
loanable wealth Zj—; Furthermore, a monetary policy tightening (weakly) increases home bias if
pE [pN F oNE } , where the correlation bounds are given by

=—>—, and p"" = — . (2.2.8)

If additionally the symmetry Assumption 3 is imposed, the bounds cover the entire support
of p, such that a monetary tightening unambigously increases bank home bias. Lastly, home

bias increases in the size of cross-border information frictions o2, in the inverse uncertainty
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management ability ¢, and in the fundamental correlation of assets if the net risk premium on

cross border asset holdings is positive.

(b) Removal Cross-Border Information Friction: If 02 = 0, a monetary policy tightening does not
affect home bias. In this case, home bias is solely driven by the ratio of loanable wealth. If we

additionally impose the symmetry Assumption 3, home bias is always zero.

The first statement of Corollary 5 provides the benchmark level of home bias when remov-
ing the expected profitability friction on bank lending. Home bias depends in this case on the
fundamental productivity processes, cross-border uncertainty, uncertainty management abili-
ties, initial wealth and monetary policy. A monetary policy tightening increases home bias in
this case if the fundamental correlation among assets lies within a certain range. Additionally,
home bias is increases in the size of the domestic balance sheet sector, and decreases in the
size of the counterparty banking sector. Finally, the inverse managing ability of banks as well
as cross-border information frictions drive up home bias.

When removing the cross border information friction, both countries invest the same
amount into country j, such that home bias in turn solely depends on the ratio of foreign
to domestic loanable wealth. In case both countries are additionally symmetric in term of
their fundamental model parameters, home bias is equal to zero and is therefore insensitive to
monetary policy. This decomposition exercise shows that cross-border information frictions
are key in generating sizable fluctuations of bank home bias. In contrast, the expected prof-
itability friction, arising through asymmetric interest pass-through in response to monetary
policy changes, acts as an amplifier of the information friction in cross-border lending, and
as an amplifier or stabilizer of domestic lending depending on the generalized correlation

structure.

2.2.6 Further Discussion
Reversal Interest Rate Interpretation

The reversal interest rate concept proposed by Brunnermeier and Koby (2018) defines an
effective lower bound on the monetary policy rate, below which accommodative monetary
policy has a contractionary effect on bank lending. While the reversal rate is originally applied
to the analysis of a closed economy, in a two country open economy setup, a sufficient (not
necessary) condition for bank home bias to increase in interest rate cut is that there exist two

reversal rates, or a reversal rate corridor. The first rate is domestic lending reversal rate, denoted
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as rr, and the other is that of foreign lending, denoted as rrf, as illustrated in Figure 2.3.

d kij d k; d k;; d k;
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Figure 2.3: Graphical Illustration of Reversal Rates.

As can be seen from the figure, if the reversal rate corridor exists, i.e. rr? < rrf is satisfied,
then if the risk-free rate falls into this region, i.e. = [rrd, rrf |, a further cut on the risk-free
rate would stimulate domestic lending but surppress foreign lending, causing a composition
effect in bank’s asset allocation. This substitution from foreign lending to domestic lending
can happen without significant changes in the total quantity of credit supplied by the bank.
Our model thus points out a novel consequence of the reversal rate concept: it does not only
affect the quantity of credit, but also its composition across countries. Note that if this is the

case, the reversal rate for bank home bias, denoted as r#"’

, would lie even further to the right
of the foreign lending reversal rate r7/.

The existence of the reversal rate corridor depends on the fundamental parameters of the
model. First of all, if there is no endogenous cost reduction, i.e. = 0, both domestic and
foreign lending will depend linearly on the risk-free rate. In this case, there is no reversal rate
in the sense that the impact of the interest rate on lending quantity does not vary with the
level of the interest rates. This is intuitive, considering the fact that in this case banks’ liability
side, in particular the deposit, are completely disconnected from the asset side. Therefore,
banks” investment decision is independent of its cost of funding.

When ¢ # 0, i.e. management cost depends on future profits, the liability and asset side
of bank’s balance sheet are no longer independent, and the bank needs to take into considera-
tion the deposit quantity and price when making investment decisions. Unlike Brunnermeier
and Koby (2016), our link here in this model is not generated by an exogenous regulatory
constraint; rather, it is the endogenous response of banks when facing market conditions that
values future profits as collateral. Therefore, our results suggest that the regulation on risk

weighted capital requirement maybe not the only factor contributing to the existence of re-
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versal rate. The reversal rate for domestic and foreign lending is not straightforward, as the
three aforementioned channels introduced by i # 0 all contribute to the effect of monetary
policy rate. To decompose the effect, we refer to the difference in pledgeablity assumption
in Corollary 3. We can see that if x; = xf = 0, i.e. the only pledgeable asset is risk-free
return, the effect of risk-free rate on portfolio holding is still linear. If we further introduce
generalized correlation structure by assuming x; # 0, there is possibility for a reversal rate, as
the quantity of investment is now a non-linear function in /. As a reduction in risk-free rate
decreases the generalized correlation g, this could lead to less investment in foreign asset and
more investment in domestic asset, provided the uncertainty friction on foreign asset is large
enough, thereby gives rise to the reversal rate corridor. Furthermore, if we introduce instead
the variance reduction channel of foreign asset, i.e. xy # 0, the policy function also becomes
non-linear in 7/, due to the fact that the reduction in risk-free rate leads to an strengthening
of the variance channel and boost investment in foreign asset. In this case, the existence of

reversal rate corridor depends on the underlying correlation of the fundamentals.

Bank-equity Home Bias Disparity.

In section 2.4, we have documented empirical evidence that equity home bias and bank home
fluctuations have stopped to comove in the aftermath of the Great Recession. Specifically, as
bank home bias sharply and permanently increases, equity home bias continues to fall. Our
model is able to reconcile and shed light on the mechanism behind these findings. Whereas
both banks and equity investors face cross border information frictions, the profitability chan-
nel is unique to the banking sector and key to reconcile this puzzle. In the case of symmetric
model parameters, an expansionary monetary policy increases bank home bias at the ZLB
according to Proposition 2. On the contrary, when removing the expected profitability friction
on the bank lending channel, our model environment can be reinterpreted as the portfolio
choice of equity investors. In this case, expansionary monetary policy decreases equity home
bias according to Corollary 5. As a consequence, our model demonstrates that a low interest
rate environment has vastly different implications for bank and equity investment decisions.
The former faces tighter financing constraints due to asymmetric interest rate pass-through,

while the latter is unaffected by or benefits from long lasting low interest rate episodes.
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2.3 Quantitataive Model

In this section, we develop a dynamic general equilibrium incomplete market extension of the
of banking in 2.2, and then we adapt it in into a full-blown macro environment. Incorporating
the dynamic decision allows us to understand the impact of endogenous uncertainty manage-
ment under dynamic consumption saving decisions with precautionary saving motives due
to market incompleteness. In the context of banking, precautionary saving of agents would be
the bank’s hoarding of safe assets, which is one important phenomenon in the post-crisis era.
In addition, with an additional deposit supply function, we endogenize the deposit quantity
and can examine the general equilibrium effect of the policy rate change on bank lending via
deposit quantity changes. In this case, the pass-through parameter alone cannot determine
the deposit quantity; Rather, the shape of the supply of deposits affects the equilibrium in-
terest rate. Finally, the extension into a macro model is to provide quantitative assessment of
the macroeconomic effects of the geographical reallocation of banks’ credit supply in an open

economy, following an adjustment to the monetary policy rate.

2.3.1 Setup
Dynamic Bank Problem

In the dynamic model, the representative bank decides at each period how much dividends 7;
to pay to their equity holders to maximize their discounted sum of utility and how to allocate
the rest of the funds into different assets. Essentially, the problem can be broken down into two
parts: a consumption saving problem with an incomplete market, and a portfolio allocation
problem with endogenous uncertainty management. The portfolio problem is the same as in
the static model '°, thus we omit the interim stage computation and directly use the results in

the first stage, where the bank’s maximization objective is given by

®Note that in the dynamic problem ¢;; is cum dividend equity at period ¢, and ¢;; — 71;; is ex-dividend equity
at period t. To keep the interim stage management analysis simple and consistent with the static model, we define
the profitability in a cum dividend sense, i.e. the profitability at period t contains the dividend payment as if it can
be reinvested into a risk-free asset.
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Vi(eir) = max u(7tit) + BEViy1(eiri1)
{7 e ki g1 Kij 1B
)
s.t. di,t - m@i,t ’
Wi =dis+eiy,

Wiy = 7+ (1+7T) (Kijesr + kijes1) + big

_ pl I f d
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where Rjj ;1 is the post-management risky return on foreign lending, and 7;; denotes bankers’
dividend stream which they return to their household family income. Note that here we do
not allow the bank to choose the deposit quantity; rather, we assume that the bank always
leveraged up to the maximum leverage ratio allowed, which is pinned down by the deposit
to asset ratio J. This is to simplify the optimal liability side structure problem, as our analysis
is mainly on the asset allocation side. The assumption is not completely innocuous. However,
in reality, the leverage ratio constraint serves as a binding requirement for most banks, it is
not too costly for our analysis to be relevant. Additionally, T resembles a regulatory wedge
which can be interpreted as a risk-weighted capital requirement if positive.

This setup is based on the incomplete market model of Angeletos and Calvet (2006) but
differs in three major ways. First of all, the state variable of the value function is equity,
as opposed to the total wealth of households in Angeletos and Calvet (2006), since the high
leverage ratio is the the bank’s most significant feature. As a result, when making invest-
ment decisions, the household only considers their current period financial and non-financial
income, whereas the bank also takes into consideration the current period deposit income,
which acts as an amplifier to any change to the equity. The investment activities of the bank
might also be subject to a series of restrictions, captured by the additional cost term 7. Sec-
ond, Angeletos and Calvet (2006) has only one productive asset, whereas we have an open
economy setup with two productive assets, one for the domestic country and one for the for-
eign. In Angeletos and Calvet (2006), the authors discuss an extension by adding a market
of risky financial assets. The assets, however, are solely used as a hedging tool as they are
assumed to be in zero net supply with no risk premia. Thus, the risky assets play a role in the
precautionary saving decision only by affecting the ex-post definition of shock variance. Our
setup is similar to this extension in the sense that in addition to the domestic asset (productive

capital), there exists another risky asset, i.e. foreign asset, that can be used to hedge market
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incompleteness. However, this asset is not in zero net supply, and the variance is no longer
exogenous, as we allow the agents to pay a cost to reduce the uncertainty variance. It can be
reduced by diversification or management with a pecuniary cost. As a result, although the
market is incomplete in our model, the variance of the portfolio is endogenous. This allows the
bank to have more dynamic trade-off opportunities when facing market incompleteness, in
addition to precautionary saving.

To close the model, we introduce an ad hoc form of deposit supply equation in this econ-
omy, given by

d=(1+0, 1og(Rf)>d‘,

where (©,,d) are two parameters governing the sensitivity of deposit quantity with respect
to the deposit rate. The idea of having one deposit supply function to close the general
equilibrium is the same as Bianchi and Bigio (2022). In the next section, we provide a micro-

foundation of the deposit supply function with a household and production sector.

Rest of the economy

The economy consists of global banks and three additional sectors, namely households, inter-
mediary production firms (I.LFirms), and final retail firms (F firms). Households and produc-
tion firms constitute the real economy, as households supply deposits and firms demand bank
loans to produce. On top of the real economy, adding retail firms introduces nominal prices
and interests. This allows us to perform several policy analyses, including both monetary and
regulatory policies. We abstract from international trade since it is not the primary mechanism
of our research. The structure of the foreign country is the same as the domestic one, so we
omit to show the rest of the economy in the figure except their banking sector and interme-
diate firms. For simplicity, we drop the notation i and j and instead denote foreign variables
with a star. Figure 2.16 in Appendix 2.7.2 gives an illustration of the economy structure.
Banks in this economy face the same problem as in the dynamic model. Taking deposit
rate, leverage ratio, risk-free return, and risky project returns as given, they choose their in-
vestment in domestic and foreign production sectors as well as a risk-free asset. Since we
assume the two countries are perfectly symmetric, the investment of domestic bank into for-
eign firms equals the investment of foreign bank into domestic firm, i.e. Ly, = L;‘;/t. Therefore,
the total lending of banks equals to the total credit the domestic production firms receive,

Lt - Ld,t + Lj*flt - Ld,t + Lf,t'
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Households Households have the following utility function

letf Ll_‘P
L) = t t
U(Ct/ t) 1_0_+X1_g0/
Li=1—N;.

Given the final good price P;, which is determined by the final retail firm, the households

face the following optimization problem

(o]

t
max U(C:. N
CtrNt,Dt,KHd ;} ﬁ ( tr t)

W, P 11
st. Diy1+Kipq < =Ny + REK + REZE Dy + =F
Py Py Py

P,
C < Rﬁl;—*ijed .

As can be seen from the setup, households gain utility from consuming goods C; and
leisure L;. Their income consists of two parts: labor income and investment income. Labor
income is pinned down by the hours worked, N; = 1 — L;, and wage level W;. Investment in-
come can be further decomposed into deposit income RYD; and capital income RFK;**. When
choosing the investments, the households need to take into consideration another constraint,
which is a deposit-in-advance constraint. This captures the fact that deposits have an advan-
tage of higher liquidity over capital investment and are thus used for consumption goods

purchases. 0; characterizes this liquidity effect of deposit.

Production firms Production firms uses labor and capital to produce. The production tech-

nology is standard Cobb-Douglas, with productivity A;.
Y; = AKEN!

The productivity consists of two components, A; = Aa;. The first component, A;, is the
deterministic part of the productivity and is known to all agents in the economy. The second
component, a;, is a stochastic TFP shock with mean larger than one. The distribution of a; is
known, but the realization is only observable at period t.

Furthermore, we assume the firms are financially constrained, in the sense that the expendi-

1To keep the notation simple, we use Rf and R to denote real returns.
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ture on the factor input at period ¢ need to be prepaid at period t — 1 before the production
is carried out. To finance these purchases, firms obtain loans from the domestic bank and
the foreign bank with a risk-shifting contract: Banks grant loans to firms before production to
help pay the factor expenditure, in exchange for the additional quantity of production coming
from the stochastic component of the productivity, as a risky return to the loan. As a result,
intermediate firms solve the following problem

max v =P;Y; — RFK, — Wi N;

st. Y =AKIN]*

W,
Ly >RiK; + #Nt .
t

where Ly = Ly, + L;ﬁlt is the total loans obtained from domestic and foreign bank.

The price P;; is now interpreted as the relative price of intermediate good to final good,
and that the liquidity constraint for the firm is now denoted using real wage. After factor
input decisions have been made, stochastic component of the TFP is realized, and production
is carried out. Final output is thus given by Y; = a;Y;. Firms pay gross return R; = a; on the
loan *2. For the production sector, the only novel parameter that we need to specify is A4, the
deposit liquidity parameter on the deposit-in-advance constraint. We choose the value to be
0.25, which pins down in equilibrium a liquid asset ratio that is consistent with the observa-

tions.

Retail firms The retail sector consists of a continuum of mass unity of retail firms, which work
in the same way as the final retail firm in Gertler and Karadi (2011). Each retailer purchases
intermediate goods as the sole input, repack them into final goods Yy, and sell them at price

Py, to households who consume these goods with a CES aggregator

1
Y, = / Yl /eg
t 0 ft f

2Gince Y; = (1 + /\{)(R’t‘Kt +WiN;) = (1+ A{)Lt, we have a;Y; > R¢L;. That is, firms would never default on
the loans, while the return on the loans is still risky. This assumption thus helps keep the loan risks exogenous

without contamination by endogenous risks such as defaults due to production decisions. As A; > 0, firms make
profits. We assume profits are redistributed back to households.

:|£/(£—1)
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The demand faced by each retail firm is thus given by

Pft — 1 e 1/(1—8)
Yir = (Pt> Y;, where P;= [/0 Pf,t df} .

Retailers are subject to Rotemberg price adjustment costs. They choose Py, to solve the

maximization problem given by

S Prisj ¢ ( Pori L\
max Et Z IB]At,H-j Pt - PI,H‘j Yf,t+j — E —1 Yt—i—j
+]

Prevj 20 Pf i

where Pj; is the real cost of final good production, which is just intermediate good price
relative to the final good, i.e. P;; = 1/P;. In a symmetric equilibrium, all firms choose the

same price, P}‘ ; = Pf = P;. The condition becomes:

by by Priq Pry1 Yipn
— — 1| =— = ¢E;BA —1 1-— P
¢ (Pt—l ) P LAt ( by P Yy Tt ey

Monetary Authority
We assume that real rate R{ and nominal rate i; is linked by the following Fisher equation

E¢Piq
P

1+ = Ry
The monetary authroity implement the following interest rate rule
log(1+it) = pilog(1+ir-1) + (1 = pi) log(R") + (1 — p;)¢pr log(7e) + &

where 71; = P;/P,_; is the gross inflation rate and R* is the steady state real rate that needs

also to be consistent with equilibrium real return on the safe asset in bank’s problem.

2.3.2 Solution Concept

The solution concept of this model is to find a deterministic equilibrium a la Angeletos and
Calvet (2006), which allows us to keep the dynamic portfolio problem solution tractable with
all the features of our static model. The definition below characterizes a deterministic equilib-
rium, in which a representative bank perfectly anticipates the sequence of risk-free monetary
policy rates {R/ }te1,00) Set by the central bank. The equilibrium can be solved using the

guess-and-verify approach.
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Equilibrium Definition

We define the equilibrium in the model in a la Angeletos and Calvet (2005), with one key
modification. In Angeletos and Calvet (2005), the authors assume a form of value function that
is linear in wealth, consistent with the optimal portfolio solution under a constant absolute risk
aversion structure. That is, the optimal asset allocation is independent of wealth. However,
under our setup, due to the endogeneity of the riskiness in foreign investment, the wealth
effect is reintroduced into the portfolio problem. The optimal portfolio solution depends on
the wealth effect on the portfolio solution. As a result, the optimal portfolio solution becomes
linearly dependent on wealth, and the variance is thus quadratic in wealth.

Therefore, to keep the tractability of the portfolio solution, we impose an additional as-
sumption that the banks are bounded rational when choosing the dividends and investments,
in the sense that they only care about the first-order component of the wealth on the value
function and ignore the role of wealth in the portfolio variance. Therefore, the banks are my-
opic when forming their expectations, and they are aware that all the banks in the banking

sector are myopic in the same way. The value function of the bank then becomes

Vi(eir) = max u(72is) + BEY Vesa (€irr1)

{7t ki g1 kij e g

where E? denotes the bounded rational expectation where the banks omit the impact of wealth

on portfolio variance. Under this assumption, the model admits the following equilibrium.

Definition 1 (EQuiLiBRIUM CONCEPT). An incomplete markets equilibrium consists of a collection of

state-contingent plans {7t; 1, kij e 1, kij 41, bip, di } 5= Such that

1. {704 Kii g1, Kij i1, big } 52 maximizes the utility of the bankers located in each country (i,j),
under the bounded rational expectation.
2. the bank are always fully leveraged, i.e. d;;+1/w;; = 9.
3. bankers have perfect foresight on the sequence {r{ 2o
f

4. the central bank allows to hold or borrow reserves given r, arbitrarily.

5. deposit market clears at deposit rate RY = wr{ +1

81



2.3. QUANTITATAIVE MODEL

Bank Portfolio Solution

The problem can be solved in the same manner as Angeletos and Calvet (2006), using the
property of the CARA-Normal framework. We solve the model by the method of undeter-

mined coefficient with a linear guess on the policy functions
Vi(wit) = u(vigwis +1it) » - Tip = TigWie + i,

where ;4,4 € Ry and 74,7+ € R are non-random coefficients to be pinned down.
Similar to the static model, we can define a series of augmented parameters for ease of
notation
72 = a2 [1- (1 - woywi(R{ —1)] ,
~ T
2 = 02 — 0 (jpsr — (1 + E)R{)aez ,
(P — $50(uisea — (1+ HR])o?)
0;0; '

]
%
Given the linear guess on the value function and the consumption rule, we can solve the

solution to the dynamic portfolio problem. By comparing coefficients, we can then pin down

the form of the guessed parameter. The key results is shown in Proposition 3.

Proposition 3 (DyNaMIC PORTFOLIO CHOICE). The dynamic portfolio choice is given by

L 1 [w-Q+0R -0 +1)R/ . 1 g2
ii,t41 ~> 5 = = ,
1-p XY410; XY 4+1010; 2" 0i0;

1 [Mj—(1+T)R{ - (1+T)R] _1@’,-(73]

ki't-l—l = ~ pe ~
i 1—p? Y1107 XY 41070 2 a?

1
b=1—y)wiy =i+ Iy = 1+ Dkigesr = (14 Dk
And the effective risk aversion parameter is given by
e =Ye1R] [1 — AR} —1) - 'Yt}

where

oao;

1 1 pgi i
A= ()5, (;{’f@ - 2) 2p(1 — wo)
]
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Note that the variable ; shows up in the expression of the optimal portfolio policy func-
tion. This captures the impact of the policy rate on the effective risk aversion of the bank. With-
out the uncertainty term 02, the expression of 7; collapses back to that in the Angeletos and
Calvet (2006). The fact that this variable, being a function of the risk-free rate, illustrates how
market incompleteness generates a novel channel through which policy rate change affects
investment decisions, namely the endogenous risk premia channel. This channel, highlighted
in Angeletos and Calvet (2006), shows that if the policy rate has an anticipated increase in
future periods, the agents in the economy would become less willing to invest in the risky
asset, as captured by an increase in the variable ;.

However, in our model, the impact of the anticipated interest rate increase is no longer
monotone, as can be seen from the expression. The presence of uncertainty leads to a non-
zero parameter A, which in turn brings in a second order term of R{ . This is because the
costly management of uncertainty reintroduced the wealth effect into the portfolio choices of
the bank. Moreover, since the bank’s expected wealth has an impact on the riskiness of the
project in the current period, the monetary policy rate would impact the potential changes in

profit through the rate spread between the risk-free rate and deposit rate.

Parameterization

The model parameterization consists of two parts: Banking sector parameters, as shown in
Table 2.1, and conventional parameters that characterize the rest of the economy, as shown in
Table 2.4.

Table 2.1 lists the choice of parameter values used for the banking sector. We run the
dynamic bank model under this parameterization and compare the key statistics generated
by the model with that of the U.S. banking sector. The model is close to the literature or
the data observed. The equity-to-asset ratio, which is 20 %, and the net risky loan returns of
both domestic and foreign projects, which are 3 %, are the parameters we pick, and they are
close to that of the values in Brunnermeier and Koby (2018). In our baseline calibration, we
have a steady state loan-to-asset ratio of 69.3%, and a bank dividend ratio of 9.6%, defined as
the dividend payment divided by equity. The numbers are respectively 60 %, and 11.4% in
Brunnermeier and Koby (2018)'3. Lastly, the home bias generated by the model ranges from

0.60 to 0.74 as we modify the profitability channel parameter 1, which is roughly close to

3Note that in Brunnermeier and Koby (2018), bank assets consist of loans and fixed-income securities, and in
our case, fixed-income securities are just a single risk-free asset
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the o.70 lowest points of the U.S. but is relatively close. The steady-state policy rate in this
incomplete market economy is given by 0.87% and the equilibrium deposit rate 0.52%.
Table 2.2 gives the parameterization of the rest of the economy. We adopt the conventional

values used in the literature for these parameters to keep consistency.

2.3.3 Dynamic Bank Home Bias

To start with, we parameterize the model to illustrate the bank home bias variations in our

dynamic bank problem, using the ad hoc deposit supply function.

Baseline

In this baseline parameterization, we specify the pledgeability parameters x; and « to be
zero, which means that the risky component of the profits, as shown in Equation 2.7.1, does
not affect the uncertainty management cost. This is equivalent to saying that only the risk-
free part of the future profit can be used to decrease management cost. As a result, out of
the three new channels brought about by the profitability channel, namely the attenuation of
uncertainty friction channel, variance reduction channel, and generalized correlation structure
channel, only the first one is presence in our baseline parameterization. The steady state values
generated by the baseline parameterization is given in Table 2.3.

We start with numerical experiments to illustrate key the properties of the model, i.e. to
what extent the profitability channel of monetary policy translate into a higher degree of home
bias following an interest rate cut.

In the first experiment, we generate a 50 basis point monetary policy shock at second
period. This exogenous shock decreases the policy rate R/ and has three implications. The
first two are the same as that in the static case, i.e. the risk premium effect and profitability
effect. The first implies higher investment in risky assets and less in the risk-free asset, as the
spread between the return to the two becomes larger. The second one states that a rate cut has
a negative impact on bank profitability, as we assume the bank cannot perfectly pass on the
rate cut to depositors. This has a detrimental effect on the bank’s ability to manage uncertainty,
therefore a rate cut tilts the balance between domestic and foreign lending. Moreover, since
we are in a dynamic environment, there is a third channel. The risk that the bank face is
endogenous as it depends on the bank’s investment in risky assets. Therefore, as a rate cut
triggers the banks to invest more in the risky asset, it creates also a larger variance for the

market incompleteness, thereby increasing the precautionary saving incentive as well.
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The shock affects banks profit through both risk-free arbitrage component and risky com-
ponent. On the one hand, since deposit rate R? is pinned down by deposit market clearing,
and both deposit supply and demand is pre-determined at each period, the deposit rate R
does not adjust contemporaneously to the shock. Therefore, the policy shock creating a en-
larging gap between risk-free rate and deposit rate and a decrease in the risk-free component
of bank’s profit. On the other hand, the cut in the interest rate implies higher risk-premium
in risky loans, leading to a re-balancing of portfolio from risk-free asset to risky loans. Under
current parameterization, the increase in profit through risky loans dominates the loss from
risk-free arbitrage, thereby increasing the bank’s end-of-period equity. Since the bank always
leverage up to maximum level allowed, an increase in equity translates into an increase in
deposit demand, which causes the slight overshoot of deposit rate R? and risk-free rate R/ in
the next period.

As in the static model, i governs the degree to which banks’ profitability has an impact
has the. By altering ¢, we change the degree to which a bank’s profitability matters for the
uncertainty management decisions. We find that a higher i lead to a lower level of home bias,
which is consistent with our assumption that the bank can use profits to lower the cost of
uncertainty management. This leads to higher investment in risky assets and higher portfolio
variance. However, even with the presence of higher risks, the bank invests less in the risk-
free asset, which contradicts the usual precautionary saving motive. This suggests that with
a profitability channel, a bank becomes better at managing uncertainty and thus chooses to
better manage the risks than using the safe asset to save, even though it results in a riskier
portfolio.

For the impulse responses, as can be seen in Figure 2.6, a higher ¢ leads to a larger
decrease of home bias to rate cut. This also confirms the intuition of the static model, i.e.
if banks” profit from the spread between risk-free and deposit return is crucial for the costly
management of uncertainty, a rate cut leads to higher bias against the foreign asset, thereby
reducing the impact of a rate cut on stimulating lending.

The dynamic feature of the model allows us to analyze not only the impact of contempo-
raneous policy rate changes on cross-border lending allocation, but also the impact of future
changes. Figure 2.7 shows the response of bank home bias following a sequences of rate cut
that results in a persistent low interest rate period.

In addition to the level of home bias, we can also examine the impact on the quantity

of lending. Following the discussion in previous section on the connection to the reversal
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rate corridor, Figure 2.8 exhibits how the mechanism of costly uncertainty management can

generate reversal rate for foreign lending.

Robustness

To test for the robustness of the results, we alter the key parameters in our model to examine

the changes in responses.

Pass-through Elasticity = We start by showing the impact of pass-through elasticity w on
the effect of policy rate changes. In the static model in the previous section, the degree to
which the bank can pass on a cut in the risk-free asset return is crucial in determining bank
profits, which in turn affects the extent to which the bank can manage uncertainty in foreign
investment.

In the dynamic model, however, a cut in the risk-free rate does not contemporanously af-
fect deposit rate, as the deposit rate is determined in equilibrium by deposit market clearing.
Therefore, pass-through elasticity w affects only the responses of the risk-free and deposit

rates after the period with a policy rate cut.

Leverage Ratio By altering J, we change to what extent the bank can leverage up using the
deposit they collect. We find that the higher ¢, the higher the level of home bias. This is due
to the profitability channel of the model, as higher leverage means more deposit payment and
therefore less profit for the bank. In addition, we find that higher ¢ lowers the size of bank eq-
uity and total asset size under this general equilibrium setup. Dynamically, this leads to more
decrease in home bias when there is a rate cut and a higher overshoot when the cut ends. This
is consistent with the model because the higher leverage of the bank in our model essentially
weakens the negative impact of the profitability channel on bank lending. As more impact of
rate cut can be shifted to depositors through a cut in the deposit rate, a higher ¢ reduces the
negative impact of a rate cut on bank profitability. Therefore, it makes the responses of bank

home bias more cyclical with rate cuts.

Fundamental Correlation By lowering p, we change the correlation between domestic and
foreign countries” fundamental TFP shocks. We find that this leads to both a lower level of
home bias and lower investment in the risk-free asset. This is intuitive, as lower correlation

means higher hedging benefits. Therefore, facing insurable investment risks, the bank would
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choose to diversify rather than do the precautionary saving. Dynamically, lowering o weakens
both the decline of home bias to the rate cut and the overshoot of home bias after the rate cut.
This is due to the fact that lower correlation means higher complementarity between domestic

and foreign asset, thereby it weakens the composition effect of policy rate cut on bank lending.

2.3.4 Monetary Policy Effectiveness

To evaluate how the effect a monetary policy shock can be compromised by the presence
of profitability effect on foreign lending, we generate an innovation of 50 basis point to the
Taylor rule. We then generate the same shock but vary the degree to which profitability
channel matters, by changing the parameter ¢..

Figure 2.9 show the nominal rate path and the impulse responses of home bias, total
loan, and output. Note that here the impact of loan is relatively large, this is due to the fact
that we adopt the specification in the dynamic model, in which we assume that uncertainty
management is perfect for domestic loan. While in a more complete setup, the profitability
channel would also be present for domestic loan, albeit to a less extent than that for foreign
lending, which would tune down the response of domestic loans.

As can be seen from the figure, the rate cut is accompanied by an re-balancing of the port-
folio towards risky assets, as shown by the increase in total loans. Moreover, as in the baseline
dynamic model, home bias index captures the re-balancing within the category of risky assets.
With the profitability channel becoming more significant for uncertainty management, the im-
pact of a rate cut on home bias becomes more positive, as in dynamic model. This translate
into a less increase in the total loan.

In the case where the profitability channel is moderate, i.e.ip = 2, the cut in interest rate
brings a relative increase in foreign lending relative to domestic lending, which can also be
seen from the loan quantity in the Appendix Figure 2.17. However, as i becomes higher, the
initial drop in the spread between nominal rate and deposit rate induces less effective manag-
ing of the foreign investment. The bank start to shift towards domestic lending. The increase
in domestic loans, however, is not enough to cover the decrease in foreign lending, leading to
a decrease in the total quantity of loans. Given that we assume symmetry between the coun-
tries, less foreign investment by domestic banking sector is mirrored as less foreign capital
inflow, thereby resulting less lending to domestic firms. Since in our model, production firms’
investment is bounded by the rationing of bank loans, less loan quantity directly translates

into less output. Our baseline parameterization shows that with ¢ increases from 2 to 6, total
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loans stimulated by the rate cut decreases by almost 10%, resulting in a difference of 0.18% in
terms of the output responses.

On the household side, we check the impulse responses of consumption and labor supply.
As we vary the parameter 1, the response in labor is in accordance with that of the output.
However, the consumption changes in the opposite manner, i.e. a higher 1 induces higher
consumption responses. This inverse pattern of consumption arises from the constraint on
consumption imposed by deposit liquidity. As we assume in the model, households pay their
consumption via the amount of deposit set aside at the beginning of the periods. There-
fore, since lower 1 induces more decrease in deposits in the subsequent period, consumption
responds less positively to the simulation.

Finally, we plot the responses of capital and return on capital. They are consistent with
the patterns of the other variables. Note that similar to the responses of consumption, in this

case a higher ¢ also induces less decrease in the aggregate capital.

2.4 Stylized Facts

In this section, we study the variations of bank home bias at the country level to see whether
our model’s findings are consistent with the empirical patterns observed. We briefly introduce

variables used to construct the home bias dataset and the key empirical findings™.

2.4.1 Data Description

We compute bank home bias at the country level. To achieve this goal, we construct a dataset
of global bank lending using data from multiple sources. As a comparison, we also look at
the home bias of equity investors and potential driving factors of bank home bias, particularly

uncertainty, the key factors we assumed in the model.

Bank We use data from multiple resources to build a global bank lending dataset. For
domestic lending, we obtain data from International Monetary Fund (IMF)’s International
Financial Statistics (IFS) dataset. The institutions under the classification system would be
Other Depository Corporations (ODCs), which, together with central banks, consist of the
broader category of Financial Corporations (FCs). For cross-border lending, we turn to Bank

for International Settlements” Locational Banking Statistics (LBS). Although the IFS dataset

"For further details on the construction of the dataset and empirical studies of bank home bias, the readers are
referred to the companion paper entitled Country-level Bank Home Bias: An Empirical Investigation.
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also provides data on foreign lending, LBS captures around 95% of all cross-border activities
from the perspective of residence and gives richer details regarding the characteristics. The

definition of banks in LBS is Deposit-taking Corporations, except for the Central Bank.

Equity Besides the banking sector, we also apply the definition of home bias to countries’
equity investment portfolios. The key data source used for equity is the Coordinated Portfolio
Investment Survey from the IMF, which documents the holdings of foreign equity investment
at the country level. Combined with data on domestic equity market capitalization obtained
from the World Bank, we construct an annual home bias indicator for equity in the same way

as bank home bias.

Uncertainty Uncertainty is the key driver for cross-border decisions in our model. We adopt
two measures from the literature to compute our uncertainty index. The first one is the Eco-
nomic Policy Uncertainty Index (EPU), a comprehensive index of uncertainty based on news,
tax code, and survey results developed by Baker et al. (2016). Although this index is available
for over a dozen of countries, to ensure that we have the maximum data coverage, we also
use the World Uncertainty Index (WUI) developed by Ahir et al. (2018). The dataset provides
country-level data every month for over one hundred countries. Using this dataset, we can

construct the domestic uncertainty index and foreign uncertainty index for each country.

2.4.2 Stylized Facts

Fact I: Bank home bias To start with, we show the general trend of bank home bias. The
red line in Figure 2.12 displays the bank home bias for the United States, and the black line
is the weighted world bank home bias. The most salient feature we observe is a V-shaped
trend. Before the Great Recession, US banks experienced a steady decrease in bank home
bias. After the crisis, however, the trend reversed and returned to its original level in the early
2000s. The weighted world average of bank home bias shows a similar trend. These variations
across time suggest that relative preferences for domestic lending are not constant but rather
a state-dependent reflection of various underlying economic forces. The persistent period of
high home bias during the zero lower bound period is consistent with the simulation of the

dynamic bank model, as shown in Figure 2.7.

Fact II: Bank vs. equity home bias Contrasting bank home bias with equity home bias,
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as shown in Figure 2.13, we see that the weighted world bank home bias and the weighted
world equity home bias had similar trends prior to the Great Recession. After the recession,
however, the trend continues for equity home bias but reverses for bank home bias. The de-
parture in the trends aligns with the predictions of our model. Since the equity investors are,
in general, not leveraged, and their profitability is not affected by the interest rate margin,
the low-interest rate periods after the Great Recession did not significantly harm the profit
situation. In addition, the wealth of equity investors might enjoy a boost with the appre-
ciation of stock values during the zero lower bound period. Banks, on the contrary, face a
shrunk interest rate margin and, thus, tighter profitability conditions. While equity invest-
ments benefit from the expansionary monetary policy due to the appreciation of asset prices,
bank investments, most of which are loans, are less liquid and often non-tradable. Moreover,
due to interest rate pass-through rigidity, they experience a loss in profit if the deposit rate is
rigid. As is shown by our model, the differences in profitability constrain the investors” ability
to take risks overseas and manage them properly, which then leads to the divergence in bank

and equity home bias trends.

Fact III: Bank home bias and uncertainty Lastly, we are interested in the correlation between
bank home bias and uncertainty, the key factor that contributes to home bias variation in
our model. In Figure 2.14, we plot the weighted average world bank home bias against the
weighted average Economic Policy Uncertainty (EPU) Index. The EPU is weighted in the
same way as bank home bias and is shown with four quarters lag. In the Figure, we see
that the weighted bank home bias and the lagged weighted EPU index exhibit very similar
patterns in terms of both general trends and short-run variations. In addition, we notice that
the uncertainty index also remained high after the end of the Great Recession, the same as
a prolonged period of high home bias. Further analysis shows that uncertainty has strong
predictive power of bank home bias'>, which is consistent with the intuition as uncertainty
itself is a forward-looking index. Therefore, the data confirms our assumption that uncertainty

contributes to the high home bias period.

5The analysis can be found in the companion paper.
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2.5 Conclusion

This paper analyzes the transmission of monetary policy through global bank lending. We
provide empirical evidence on the variation of global banks’ lending bias towards domestic
loans for the past two decades, propose a tractable framework to shed light on the effects of
monetary policy on banks’ international lending, and extend the framework to dynamic gen-
eral equilibrium environment to evaluate the dynamic impacts. Our empirical evidence shows
that the preferences of global banks over lending location is increasingly biased towards the do-
mestic country, and our structural analysis shows that such behavior is significantly driven
by uncertainty variations. To account for this observation, our analytical framework shows
that with the presence of uncertainty and costly endogenous risk management, the effects of
monetary policy on lending allocation are ambiguous. Two opposite forces are present: On
the one hand, expansionary monetary policy decreases the risk-free rate and thus increases
domestic and cross-border bank lending. On the other hand, if the pass-through from the risk-
free rate to the deposit rate is sufficiently low, expansionary monetary policy decreases bank
profitability, lowers risk management activities, and hence discourages cross-border lending.
We characterize the overall effects of monetary policy on bank home bias by a dichotomy
of two regimes: in the normal regime, an expansionary monetary policy decreases home bias.
On the contrary, in the zero lower bound regime, an expansionary monetary policy increases
home bias as a bank profitability channel interacts with the risk management of foreign un-
certainty frictions. Our model allows us to reconcile recent differences in the observed trends
of equity and bank home bias. Finally, we extend our model to a dynamic setup and show
that a prolonged period of low interest rates contributes to the high overshoot of home bias.
Our analysis has relevant implications for the design of optimal monetary policy in currency
unions.

We have started several potential directions to further this project. The first one is ex-
ploring the heterogeneity among banks. One main assumption in our paper is that each
country has a representative banking sector, whereas, in reality, the distribution of banks in
one country is hardly homogenous; rather, the size of the banks follows a distribution with
larger national banks and smaller regional banks. As a result, the equity of the banks is also
unevenly distributed across banks, and this heterogeneity might also constrain banks’ ability
to do cross-border lending. For instance, large banks, being too-big-to-fail, are considered a
danger to the overall stability of the financial system. However, once we consider the cross-

border lending ability, large banks might be better for cross-border investment because of the
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economy of scale of risk management. In this case, having more larger banks might be help-
ful for cross-border lending, thereby increasing the risk-sharing across borders and increasing
overall stability. To this end, we develop a dynamic model with a heterogeneous banking
sector in the following work, in which the banks have value functions and face uninsurable
risks when investing in domestic and foreign countries. In addition, we assume the risk is
endogenous to banks” wealth level. By doing so, we allow for a wealth effect on the bank’s
lending decision.

The second direction is to analyze the dynamic decision problem among countries. In
the model, we assume that the two countries are symmetric and that banks make investment
decisions simultaneously. Once we consider asymmetry across countries, it might as well be
the case that the problem involves sequential moves. Capital-rich countries” banks, which are
more capable of making decisions, choose the allocation of the investment across domestic and
foreign countries. Based on these results, capital-poor countries” banks decide their allocation.
In this case, if the capital-rich countries experience a negative shock to their banking sector and
pull their money out of capital-poor countries, the economy in those poor countries will also
experience negative shocks. Furthermore, if the capital-poor countries” banks have invested
in rich countries, they might have no choice but to retreat as well to save their own banking
sector, thereby exacerbating the negative shock in the rich countries. We believe that further
research in these two directions will help us better assess the international impact of monetary

policy changes.
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2.6 Figures and Tables
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Notes: The above figure is constructed under the following parameter values: 6 = 0.75, {; = 1.20,
i = pj = 025, 0; = 05 = 100, oy = 0.75, r" = 0.10. The affine functional specification uses

consequently p = 0.50, whereas the nonlinear specification imposes p = 0.70.
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Table 2.1: Parameters.

Parameter Description Value
o CARA risk-aversion 4.750
B discount factor 0.990
i & Yj mean of return on domestic and foreign project 1.025
0; & 0;  standard deviation of domestic and foreign project return  0.550
0 correlation between domestic and foreign project 0.200
o standard deviation of uncertainty 1.2 X0;
w pass-through elasticity from risk-free rate to deposit rate ~ 0.950
) deposit to asset ratio 0.850
4 Overall management efficiency 0.950
P Management cost reduction w.r.t wealth 1.000
K4 Pledgeability of domestic loan 0
Kf Pledgeability of foreign loan 0
T regulation cost on risky projects 0.000
0 bargain parameter 1.000
d deposit supply function parameter 4.000
Od deposit supply function parameter 6.000

Table 2.2: Conventional Parameters

Parameter Description Value
o Elasticity of consumption 1
X relative utility of labor 1.75
@ elasticity of labor 1
K capital share 0.33
Ok capital depreciation rate 0.025
¢ Rotemberg cost parameter 60
€p CES substitution elasticity 5
i policy rate persistence 0.8
O Taylor rule parameter for inflation 1.5
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Figure 2.6: Responses of Bank Home Bias to one-period Rate Cut.

Notes: The dashed and dotted shows the responses with different degree of .
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Figure 2.12: Bank Home Bias Fluctuations.

Notes: The dark line displays the average level of bank home bias of the countries in our sample at
quarterly frequency, from 2001 Q4 to 2020 Q2. Weights are computed based on the size of their banking
sectors’ total assets. The red line displays the home bias of US banks.
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Figure 2.13: World Bank home bias vs. World equity home bias.

Note: The solid line shows the average level of bank home bias weighted by total bank asset, as in
Figure 2.12. The dash line shows the average equity home bias weighted by GDP computed in large
sample. The blue shaded area is the [25, 50] quantile of the equity home bias panel dataset. For the
equity home bias values of each country, see Table 2.
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Figure 2.14: Weighted Mean of World Bank Home Bias and Uncertainty.

Note: The solid line shows the average level of bank home bias weighted by total bank asset, as in
Figure 2.12. The red dash line shows the average Economic Policy Uncertainty index weighted by total
bank assets, lagged by 4 quarters.
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2.7 Appendix

2.7.1 Static Model Derivations and Proofs

Auxiliary Assumptions

Assumption 4.
Assumption 4 (TRACTABILITY). The following assumptions hold.

(a) Risk reduction and management cost elasticities (¢, 1, A, x, v) relate to each other according to

yAtmxtev o _Xt29
X+2¢ 2¢

(b) The variances of the fundamental technology shocks are given by

1 1
2_ 12 21 o
R (e e A e

Auxiliary Lemmas

Lemma 5.

Lemma 5 (DIsTRIBUTION OF TERMINAL EQUITY). As stated previously, our static bank environment
relies on an underlying CARA-Normal structure. We thus first characterize the distribution of terminal
period equity in Lemma 5.

Terminal equity e; follows a Normal distribution, i.e. e; ~ N (p,, aé). Under Assumption 4 (b),

its mean and variance are given by

fet = (T4 7")e; + (1 — w)r™d; + 0(p; — " ki + 0(pu; — ™ )kij — C(m, kij, A&/ ,

UN

0% = o?k% + <(7].2 +02(1—"P(m, kij))2> klz]- + 20007kiikij ,
where (p;, ;) are defined according to
pi=1=0py—1, and pj=(1-0py—1.
The expected bank profitability before uncertainty management activities is given by

E [A&'|T] = (1 — wé) r"w; + 0(p; — ™ )kiz + 0(p; — 1™ )kij . (2.7.1)
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The mean of terminal equity increases in the risk premium of investment projects, i.e. it
increases in 6 and decreases in {. The effects of a tightening of monetary policy are ex ante
ambiguous as multiple channels simultaneously impact expected profitability. On the one
hand, an increase in / decreases the risk premium and hence suppresses both domestic as
well as cross-border lending and thus expected profitability. On the other hand, an increase in
v/ raises the returns on risk-free asset holdings, i.e. on the part w; — k;; — k;; of initial wealth
which is hold as central bank reserves. Additionally, monetary policy also acts on the liability
side of the balance sheet because of interest rate pass-through from the monetary policy rate
to the deposit rate. For the effect of contractionary monetary policy on the equity mean to
be positive, it is required that either there is little pass-through from the monetary policy
rate to the deposit rate, i.e. w is low, or the bank is not highly leveraged, 4 is low, such that
(1 —wd) > 0 is satisfied. In this case, we say that there is a risk-free rate arbitrage, meaning
that under this circumstances, banks earns profit simply through collecting deposit and put

them into safe asset. The return on the safe asset is sufficient to cover all deposit payment.

Lemma 6.

Lemma 6 (UPPER LiMIT BANK PROFITABILITY SENSITIVITY). D () is discontinuous at the point

2
ll)dc 0‘:’ .
rf)o?

Gif (u;

(a) If 20~ — ”’ - ,;irm holds, ®(1p) is an affine function in g which lies in Ry if 2% > L=

oj — pj—rme

(b) If on the contrary 2p 7& B " holds, D () has a positive and a negative root, in which

interval the function is posztzve. Thus, there exists a parameter set YoM = {O, @GM> on which

D is strictly positive, and decreasing in p at = 0. The upper bound @GM < ¢ is given by
P = r([pwi =) =il = )]+ ([oog (i = ) = oy = )]+ (i = )21 = p2)}) ) :

withT = z holds.

W
Lemma 7.

Lemma 7 (OPTIMAL MONITORING EFFORT). The comparative statics are as follows

dm* dm* dm*
dlx :Qa>0, W:Q(73>0, —

€t
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Figure 2.15: Auxiliary Function ®(¢) and Parameter Space of Equity Managing Impact .

Notes: The above figure is constructed under the following parameter values: 6 = 0.75, {; = 1.20, y; =
Hj= 0.25, 0; = oj = 1.00, ge = 0.75, ¥ = 0.10. The affine functional specification uses consequently
p = 0.50, whereas the nonlinear specification imposes p = 0.70.

where the auxiliary parameters are given by

th = 7
Com + 02K (P = (1= P)Pum)
2
Com + 002K (P2 = (1= P)Poum)
002 [Py Pkl 4+ 21— PY Pk + (1= PY Pkl ] — ok — Cpp ol )
Qk — 1 1]

Coms + 1022 (79,31 (- P)Pmm)

ezj

Proof: Lemma

Proof Lemma 1.

Proof. As stated in the main body of the text, expected bank profitability before risk manage-

ment costs is given by

E [Aéﬂl—] = [1 — w5] rfwi + 9(‘141' — Vf)kz‘z‘ + 9(]/lj — Vf)ki]' .
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Taking the derivative with respect to r/ yields

JE [AZ)|T]
orf

w‘f‘e(ﬂ]—” )arf .

= (1 — wé)w; — O(kii + ki) + 0(p; — /)

Using the initial period budget constraint and the assumption of equality of risk premia across

investment opportunities, i.e. j; = y; = y, we obtain

JIE [A|T] (ki ki
a7 = (1 —wd—0)w; +0b; +6(u—1/) w—k 5rf
O(u—rf
=(1—wd—0)w; + 6b; + (‘urf) <€k’_i’rfkjj + gk,-]-kij) ,
where the second equality by using the elasticity identities ¢, = %l%-f,- and €kl = 3’;}]%
The above equation is weakly positive if
bi _ 0+wé—1 —rf
jl_ > 0 -k i <€kﬁ,ﬂ<ii +5kinij> /
where x;; = % and x;; = % This completes the proof of Lemma 1. d

Proof Lemma 2.

Proof. To begin with, we impose for a positive and finite cross border investment level k;; that
the risk reduction function P (m, k;;) is subject to the following restrictions
(i) P(m,kij) € (—oo,1], where %igbp(m,kij) = —coand lim P(m, kij) = 1.

. B’P(m,kl]) 8277(m,k,]) B’P(m,kl]) azp(m,kl])
(i) =5 >0 5 <0~ < 0and amak, > O-

Restriction (i) provides conditions on the support of P(m, k;;). If bankers invest zero effort
in risk managing activities, uncertainty ¢? is scaled up. On the contrary, if bankers invest
infinite effort into risk managing activities, uncertainty can be reduced to zero. Moreover, we
assume that the risk reduction function is strictly increasing and strictly concave in the effort
level m. We also assume that the risk reduction of a given effort m decreases in the risky
cross border investment level k;; and that risky cross border investment and effort behave in a
complementary manner.

Contrary, the cost function associated with risk management, C(m, k;;, A¢;), has the subse-

quent properties
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(iii) C(0,kij, AZ)) = C(m,o,Aé;) = C(0,k;;, AZ}) = 0.

mk AZ))

(IV) ,], 2C (m,k;j, A8

1]/
om?

oC(m,k;;,AZ}) 0%C(m k;;,AE})
>O, ak zo,andwzo

>O

Property (iii) states that effort costs only arise if the effort level and cross border investment
are positive. Additionally, the cost function is strictly convex in its first argument, increas-
ing or decreasing in its second argument, and complementary or substitutable in both of its
arguments.

Due to the CARA-Normal structure, one can state the risk management objective of (P1)

as

L 1-P( k»')zkz C(m, k;;, Ael) , P2’
r?n?}?(—zoc(7< — m, 1]) i m, kij, [e (P2")

Taking the first order condition, we get
Cru(m, kij, AE}) = a0y (1 — P (m, ki]’)>k%j73m(m, kij) - (2.7.2)

To ensure that the solution characterizes indeed a maximum, we verify by means of the second

order condition
—Coum (m, kij, AZ}) + 007 (1 —P(m, kij)>k12j73mm(m,ki]) zxagklzj’PZ (m, kij) <0.
To rule out the boundary case m = 0, we need to ensure that the following inequality holds
aa§(1 —P(0, kij))kfjpm(o, Kij) > Cn(0,kij, AZ))

which is trivially satisfied if P, (0,k;;) > 0 given our initial assumptions on the variance
scaling function as well as the cost function. Differentiating equation (2.7.2) and applying
the implicit function theorem, we obtain Lemma 7 for the comparative statics for optimal
monitoring effort.

The optimal managing activity m* increases both in the coefficient of absolute risk aversion «
and in the uncertainty variance o2. Contrary, the sign of the comparative statics with respect
to the first stage investment k;; is arbitrary. This is due to the assumption, that managing costs
may be increasing in initial investments.

Next, we solve the risk management problem parametrically. To do so, we first restate the

104



2.7. APPENDIX

parametric forms specified in the main text:

P(m, k1]) =1- m_(”k'7

j. and  C(mky, Ag) = ¢} (1—¢E [AEHI})A mXkY;

77/

= -

where {¢,7} denote the elasticities of the effective variance scaling factor 1 — P (m, k;;) with
respect to managing activity m, respectively first stage investment k;;. Similarly, {x, v} denote
the elasticities of the cost function with respect to m, respectively k;;. Under the previous

parametric forms, we can rewrite the first order condition (2.7.2) as

o (1 - 9 [A%[T]) mi K = agolm 2012

A A 2(14n)—v

1 - o Apev
em* = (apod) T ¢, (1 - yE [Ag|Z]) © ko (2.7.3)
Resubstitution into the objective function (P2’) results in the following certainty equivalent

CE (m" kij) = _%‘Wez (m*) 202

200 Lot (1 g [agZ))" (m'F Ry

x|

Using the explicit expression from equation (2.7.3), we can simplify to

—2¢9 2Mg —2¢[(2(1+y) —v]+2(x+2¢) (1+1)

CE (m*,kij) =— %aaez ((x(po'ez) x+2p clﬁiz‘f’ (1 —yE [Aéﬂf] ) X%ﬁ/’ kij X129

1A A (o oy i oy AR i2e)
_ Xci (1—yE [Ag|Z])" (ago?) ¢, (1 - yE [Ag]Z]) %% kij
Lo ol 2 y 29 Adtncter]
:_E( 0'6)X+(P(px+2q7ci 9 (1_’~P]E [Aei’ID“zw kz‘j 9
1 A X % ., 2 mﬂiw
_ % (“Ue)“ ? (PHZ(”C,- (1 — IP]E [Aei‘l-]))(+2¢ kij

x “751’ 20¢ 2[(1+'77)§c+4’v] 1 1
= — (apa?) 7 ¢ (1~ yIE [Ag|T]) 0 Ky 7 <z¢‘1 + x)
X+2¢ o\ A 29 _ 29 2A0+nxcrel]
== 29 (aga) P e (11— g (02 7))k, T

Under Assumption 4, the previous expression maps into the imposed form of manageable

risk from Lemma 1 if

2 _29 2 x
li= Xt (ag) %52 ¥, and of = (62)7 .
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As a result, we obtain
1
CE (m*, k1]) = —EDCQ (1 — l/)IE [AEHZ]) O'EZkij (274)

and the manageable risk result of Lemma 1 follows. Notice that the inverse managing ability
Ci is a functional of risk aversion «, the marginal cost shifter ¢;, and the elasticities {x, ¢, A} of
the cost function and the effective variance scaling factor w.r.t. managing activity. Based on

Assumption 4 we impose the following equality

2[(1+n)x +vel 29(1—v)

= 1 = -

X+2¢ TXT T2y
2Ag

-1 —20(A—1).
2 < x =2¢( )

On behalf of the two previous identities, we obtain in a straightforward manner

p(A—v)

T Ty

In order to be consistent with the general assumptions on the variance scaling function as well

as the cost function, we need to impose the following parameter space

1+2n 1 1+ B X
>2(1—v)_2(/\—1)_/\—1/’ 0<1/<1,17>0,/\—1+2(P>1

where the inequality is due to the strict convexity of the costs function in managing activity,

i.e. x > 1. Substituting in for x, we can rewrite managing ability as

gi(qf’, 77/1// D‘/Ci> = (2(1:—_;73/_1/> (aq)>72(114:f)nivci ’
where the previous equality follows from
2¢9(1—v) +92
X+2¢ iy ¢ 201—v)+29(1+2y) 2(1+n)—v
T 29(1—v o — o — ¢
X qi(+2;7) 29(1—v) 1—v
29 2¢ B 2¢0(1+27) B 1+27
T 29(1—v - _ - v’
X+2¢ (q(+277) +2¢ 20(1—v)+2¢)(1+27) 2(1+7n)—v

Proof Lemma 3.
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The proof of Lemma 3 proceeds in two steps. In the first step, we derive a sufficient upper
bound on the correlation p such that cross border investment is weakly positive. In a second
step, we derive upper bounds on risk management cost reduction ¢ such that statements (a)
and (b) follow.

Proof. PART I: SUFFICIENT CONDITION FOR POSITIVITY OF CROSS BORDER INVESTMENT
Under Assumption 3 on the symmetry of model parameters across countries, cross border

investment is given by

0% — YO (p —1r")oZ) wo? 27 0% = Ly —rm)og

kij:kﬁ:q)_l(a( 0y — ") of=r 1, 1_¢<1_w5)rfw>

where the auxiliary parameters are now given by

1 (po? — 35y (p — r1)a2)?
02 02— {pb(u —1f)o?

_ po? = 30y (p —r)a?

2=y (p —rf)o?

=1

Q)

For ¢ < @GM’S < 9%, we know that ® > 0. As a result, cross border investments are weakly

positive if the following inequality holds:

O(u—r") O(u—r")
« wo?

(paz - %51#9(;{ - rf)%z) - %&73 [1 — (11— wé)rfw} >0.

The left hand side of the previous equation is increasing in ¢, as 4 — 7/ > 0and wé < 1. As a

result, a sufficient condition for cross border investment to be positive is given by

alo?

O(u—r™) 1
(1— 579(}{ — (2.7.5)

1 _
" p) =5 >0ep<p=1-

PaArT II: UPPER BOUND Risk MANAGEMENT COST SENSITIVITY

To begin with, statement (b) is satisfied if the following upper bound applies

¥ < ! (2.7.6)

1—wé)rfw’

This upper limit ensures that cross border information frictions are always detrimental for
bankers such that they cannot exploit the friction in order to better off. If ¢ = 0 statement (b)

is obviously satisfied. Contrary, if ¢ > 0 it requires that w is either above a certain level, or ¥
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below the threshold (2.7.6).

To verify statement (a), for ¢ < @GM’S < ¢ and thus ® > 0, domestic investment of
bankers exceeds cross border investment, i.e. k;; = kj; > k;; = kj; if the following inequality
holds

O(p—r™ )+1L®[1_lp( — wé)r] > O(u —r™) _1 2 1—1/J(l—w(5)rfw

ao? — a0 = Cyo(p —rm)og) Co? = Cpb(p —rm)oz’

which can be easily rewritten as

SO o — )0+ 0021 91— i) (

po? — 1zyb(u — rf)o? +1> o

2
Canceling terms results in

2 —pm 2
()" ¢+%[1—¢(1—w5)rmw] <(1 +0)o? — %&/JG( — g, ) >0.

o

The previous inequality obviously holds if ¢ = 0 or 4 = rf as p € (=1,1) and 02 > 0. The left
hand side is a quadratic polynomial in ¥, i.e. Ay? + By + C with corresponding coefficients

A= %CG(V —Ho2(1 — wé)rw,

B _92(;1 _ rm)Z
o

1
C= 5(1 +p)o?

1
— i@'f)(y — rf)oez — E(l —wd)r"w(1 +p)(72

As a result, the left hand side is a strictly convex parabola in 1. As it takes the strictly positive

value (1 + p)o? at ¢ = 0, its two possible roots necessarily lie in R;.. They are given by

The corresponding discriminant D = B2 —4AC is given in turn by

D :W + %@292@1 — rf)z(aez)2 + 31(1 — wd)?(r>2w (1 + p)2(02)2

2= =)
« ®
+ 1@9(;{ —H2(1 — wé)r"w(1 + p)o* — %g@(y —Ho2(1 — wé)r"w(1 + p)o?

+ g —wd)r"w(1+ p)(T2
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The right hand side of the previous expression can be simplified to

Ot (u—rm* 1 1
T L2620 12022 + L (1 - s (a1 + )02
3 _ m\3 2 _Lm\2
+ %CUSG (1 - ") + il - ") (1 — wd)rw(1+ p)o? — %é()(y —Ho2(1 — wé)rw(1+ p)o?,

which finally results in

O (u—rm)t 1, 20— O —r")?
T S

2
+ (3ot —r1e2 — S0 - worru ) 20,

D= (1 — wd)r™w(1 4+ p)o?

where the positivity follows from the quadratic expression. Let us denote the smaller root by
tpga)’s and the larger one respectively by 1p§”)’s. Due to the positivity of the discriminant as well

as the positivity of A it is evident that wga)’s > %. The latter term is pinned down by

2 7}’"12 m
B 9(14%4_%@9(#_#)(734_%(1—(05)1* w(1+p)o?

2A 200(u —rf)o2(1 — wé)rmw
1 1 0(u—rf) (1+p)c?
T 2(1— wd)rmw + afo?(1—wéd)rmw — 70(u —1f)o?
1 1 _0(u—rf) (1+p)o?
T (1= wé)rmw [2+2 afo? ] 20(u —rf)o?

1 1 1 (1+p)0? 1
— >
~ (1 - wé)rmw [2 Tz p} * 20(u—rHoz = (1 —wd)rmw’

where the first inequality arises due to the correlation upper bound p, which implies that

2
20(u — 1) > £

. The second inequality in turn arises from p > —1. As a result, this implies

that

(a)s 1
2 = (1—wd)rmw’

which violates condition (2.7.6) derived above to satisfy statement (b). As a result, we only

keep lpy)’s as possible upper bound.
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The upper bound for a global maximum, i.e. EGM’S, is given under Assumption 3 by

EGM,s _ M <U(Pl - rf)(p —-1)+ \/0'2(]/[ —1H)2(p—1)2 4+ 02(u —rf)2(1 - 92))
- W (‘7(7‘ =)o =1 +o(u—r)y/201 —p)>
202

- G (V= —a-p).

It is straightforward to see that @GM’S is strictly positive as /(1 — p) (ﬁ — /1= p) is strictly
positive due to p > —1. As a result, Lemma 3 follows by the upper bound (2.7.6) and defining

—GM,s

¥ = min{p"", 5", 5"} (2.7.7)

Notice that in the particular case of p = %, the conditions of statement (a) of Lemma 6 are

satisfied such that ®(y) is an affine function in R such that @GM’S is not a restriction and

P = min{ﬁga)’s,ﬁ(b)’s} applies. O

Proof Lemma 5.

To determine the initial distribution of terminal period equity e} from the perspective of
bankers when determining their portfolio choices, we proceed in two steps: First, we solve for
the entrepreneurs maximization problem to determine the gross capital returns from produc-

tion. Second, we solve for the Nash bargaining outcome.

Proof. PART I: ENTREPRENEURIAL PROBLEM

To begin with, entrepreneurs in country i maximize profits Il;

mil); Hi(li, kl) = Alklllé — ZUli — Riki . (278)

The corresponding first order condition with respect to labor reads @Aikilg_l = w. Hence, the

profits accruing from physical capital are given by
(k) = (1-8) Akil] — Riki = [(1 - ) Af — R ks (2:7.9)
As labor is supplied inelastically and equals unity, we obtain that R;; = (1 — &)z;, due to sym-

metry respectively R;; = (1 —{)z;.
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PART II: BARGAINING PROBLEM
We denote the total surplus of the match between a banker and an entrepreneur by S. It is
composed out of two components, the banker surplus S” and the entrepreneurial surplus S¢.
For an investment in country i, the former is given by S% = Rl — R/. This is due to the fact,
that we implicitly assume that the banker has sufficiently large funds at her disposal to satisfy
her optimal choices for both risky assets. As a result, her outside opportunity is characterized
by risk free central bank reserve holdings with pay off Rf. Similarly, the entrepreneurial
outside option is to not produce such that her surplus is 5% = R;; — R.. The Nash bargaining

problem is then written as

max (R, — RS ! Rii—Rii = , st. S=R;—R. (2.7.10)
(Ri = ®7)

{Rl } 1
As standard, the first order condition to the bargaining problem (2.7.10) is given by
-1 1-6 0 -6
0 (Rfi . Rf> (Rﬁ - Rfl) = (1-9) (Rfi - Rf) (Rﬁ - Rfi>

The previous equation can be rewritten as S = Rl — Rf and (1 —0)S = R; — R,. Tt is also

standard and straightforward to verify the second order condition. As a result, we obtain

R =0(R;— R ) +Rf =0((1 - &)z — Rf) + RS, (2.7.11)
and by symmetry considerations analogously

Rj =0(R; — RN+ R/ =6((1-§)zj—RF) + R (2.7.12)
Having equations (2.7.11) and (2.7.12) at hands, we can state terminal period equity ¢ as

€ = Rl k” + < —|—€j (1 — P(m,klj))>kl] + bei — Rddi — C(m klj,Ae )
= Rl k” + < —|—€]' (1 — P(m,klj))>kl] + Rf (dl +e — kii — kl]) — Rddl' — C(Tfl kl],A )
= Rle;+ (Rj; — RN)kii + (R} = Rf +¢j (1 = P(m, kij)) ) kij + (RF — R)d; — C(m, kij, AZ))

~ Rfel +9(7 _rf)kll + <9(7 _rf) _|_€] (]_ —P(m,kl])))k1]+ (1 _C(J)dei —C(m kz]rA@)

7

where r/ denotes the net monetary policy rate, respectively (1}, r i

) net asset rates. The latter
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two are defined by 7, = (1 — ¢)z; — 1, respectively rll-]- = (1 —¢)zj — 1. The second equality
follows from a substitution of the initial period budget constraint. The third equation collects
terms whereas the final equation makes use of a first order Taylor approximation around

rf = 0 such that r ~ wrf follows. We denote mean and variances of net asset rates by

Hi= (1 - C)ﬂzi -1 ’ 0—2(7/51') = (1 - 6)20—221- ’ (2-7-13)
w=1-Opy -1, Pl =0-¢) . (2.7.14)

Under Assumption 4, it is then evident that terminal equity follows a Normal distribution

with mean
pe = (L+7")e + 6 (i — v/ kig + 0(jj — v ) kij + (1 — w)rf di — C(m, kyj, A&) (2.7.15)
and variance
Ufl,_ = 0?k% + <(7].2 +02 (1—P(m, kl-j))2> ki + 200:07kiiki; , (2.7.16)
which completes the derivation of Lemma 5. O

Proof Lemma 6.

Proof. First, let us define the set () of auxiliary parameters by
Q = {9/ gi/ ,ui/ ]/l]/ Ui/ Uj/ 0-61 P/ rm} .
The auxiliary function (2.7.31) is given by

1 (paigj — 390 (i —rm)Uez)z
q)(¢/ Q) — 0? 0}2 — éilpe(yj — rm)o’ez . (2.7.17)

To start with, three properties of (1, (}) are evident:
(i) ©(0,Q) =1—p*>0.

(i) P(o0, Q) = co and P(—00,)) = —c0.

ces . . . . d _
(iii) ®(y,QY) is discontinuous at the point ¢ = Toti =l
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The second property follows from a straightforward application of L’'Hopital’s rule, i.e.

1 (poio; — 380 (i — r™)oZ) if (i — r™)oZ
. .

lim ®(p, Q) =1— lim C0(i — )02

p—rEoo p—rtoo 0’.

To show part (a) of Lemma 6, one can rewrite equation (2.7.17) as

(PWT; zéiwe(ui—r’")aﬁ)z
o7 o7 = Liypf(u; —rm)o?

2
:1_1(%—7’"1)2 1 (2‘0(71‘7];4 —r gl‘/’g( ) 52)
pj— 1" 01'2 ]' - §1¢9(yj —rm)o?

2 which can be rearranged to 2p = BT f

. . . ] ‘y]-fr'” .
The terminal ratio cancels if ZpUZO“J—HF i Z

] 7
the former condition applies, we can rewrite equation (2.7.17) as

O, Q) =1~ ("l‘r )21(af—giwe<m—rm>a§) :

__ym 2
}4] r (%

The previous function is affine in 1, strictly increasing and weakly positive on ¥ if the

condition 2% > 5;::2 applies.
To show in turn part (b) of Lemma 6, recognize that equation (2.7.17) is nonlinear in ¥ in

the case of 20~—— Bt # E The roots of this functional are consequently characterized by

2
0707 — Ll (pj — "ot ol — <pw] CilPG(yi—rm)a?) —0

@—(;Q@(w—r ), ) ¥? + Li60:07 (P‘T](V ") — oy )>¢+( p*)otaf =0.

=A =B

The solutions 1y, to the previous equation are given by

r<[P0'j(,ui — ") —ai(p; — ")) + \/[pffj(m — 1) — iy — )] + (uy — rm)2(1 - pz)(ff)

where I' = z denotes a strictly positive constant. Let us denote by ¢; the larger

2(71'
002 (ui—rm)?
of the two solutions. It is hence evident that ¢ strictly positive as long as p ¢ {—1,1}.
Notice that equation (2.7.17) is strictly larger than unity if ¥ > 9. As a result, we have

P2 < 0 < Py < ¥, Denoting ¥ = 1 completes the proof of part (b) of Lemma 6. O
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Proof Lemma 7.

Proof. From equation (2.7.3) in the proof of Lemma 1, we know that the optimal risk manage-

ment activity is given by

A A 2(14n)—v A 2(14y)—v

m* = (wgod) P ¢, 7 (1 g [AG|T]) FE kT = (1- yE [Ag|T]) TRk

S ——;
where we have defined the auxiliary parameter ® = (a@o2) ¥ ¢, ** > 0. Additionally,

expected bank profitability before cost management is given by

E [Aé{\I] = rfei + 9(}11 — T’f)kii + 9("1/1] — Vf)kl] + (1 — w)rfdi
= [1 -0+ (1 — w)é] rfwi —|—9(]11' — Vf)kii + 9(]/!]' — i’f)kij .

The first order condition of optimal risk management with respect to cross border investment

is given by
% A 2(14n)—v 0 PR f —
M _ @ (1— g [AZ)|T]) 7% k2 ( A 96 —r) | 214y vl)
ok j X+291—yE[AGI]  x+20 ki
Under part (a) of Assumption 4 we have that ﬁ > 0, as well as 2(1:72)40_1/ > 0 due to

v € [0,1). Hence, % > (0 and the first statement of Lemma 7 follows.
if
To show the shape of optimal management activities in cross border investment, we pro-
ceed by checking the sign of the second derivative. Using the the first order condition from

above, we obtain

2.400% A 2(14n)—v 0 o f _ 2
ain; —d (1 — yE [Aéﬂl’]) e kijﬁw ( A P (V] 7:/) 2(1+7) 1/1)
oks; X+2¢1—¢E [AZ|T] X+29 ki
2(1+n)—v 292 L f 2 o
-|—<I>(1_1/;1E [Agﬂz])*xfw k.2 < A Po0°(uj —1/) . _2(1+11) 1/12)
X+2¢ (1-yE[Aé)|T]) x+t29 K

)

As m* > 0, to establish concavity the following inequality has to hold

A P r)? 2(1+n)—v1>< A o — 1) 2(1+n)—u1>2
X+2§0(1—¢1E[A€§|I])2 X+2¢ kizj_ X+2¢1—yE [A¢|T] X+2¢ ki)
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The previous equation can be restated in the following form

— % + Epy? > (Erx + Boy)?

ey = A = 2(4p)—v _ lIJG(Hj—Tf) _ 1
where we have used the definitions &1 = Y2 = Ty X = 717¢]E[A§”I] and y = o
Redefining r = £, we can state for values ¢ > 0 that
- =2 - = N2
—Ey + Eor” > (B1 + Eor)”, (2.7.18)
which can be rewritten as
Eo(1—Ep)r? — 281 8r —E(14+54) > 0. (2.7.19)

Due to part (a) of Assumption 4, it is evident that Z; > 0. Subsequently, we also show that
the aforementioned assumption implies that 0 < &, < 1. If this condition would not apply,
i.e. in the case of 5y < 0 or By > 1, equation (2.7.18) would never hold and optimal risk
management activity was a strictly convex function in cross border asset investment. To begin
with, under part (a) of Assumption 4 Z; > 0 as v € [0,1). To verify the upper limit, suppose
that

21+n)—v
X+2¢

2¢9(1 —v)

>1e2(1+y)—v>x+29= T3

+2¢,

where the last equality follows from a substitution for x from part (a) of Assumption 4.

Simplifying the right hand side, we finally arrive at

2(1+17)—1/®1> 2¢

2(1+m) —v=2¢ 1+ 21 = 1+2g

Together with the assumption on the lower bound of ¢ from the proof of Lemma ?? this
implies

L(lay) <oty
1—v\2"7)=%=27

which is a contradiction. As a result, we conclude that Z, < 1. Additionally, also recognize
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that we obtain an upper bound of unity for Z; as

RN S Sl AP

ST X2 29 T 1w2p
The second equality follows directly from part (a) of Assumption 4 by substituting A = %{?‘P.
The first strict inequality follows by substituting in for ¢ its lower bound ¢ = %, while

the terminal strict inequality follows in turn from 7 > 0 and v € [0,1). As a result, part (a) of
Assumption 4 imposes that 0 < Ey < land 0 < Ep < 1.

Having the previous inequality at hands, we can then analyze the properties of the sign of
the second derivative in equation (2.7.19). Due to 0 < &, < 1, it follows that the left hand side
of (2.7.19) is a strictly convex function in r with minimum at ™" = E—l:z > 0. For all r < ™"
min

the left hand side of (2.7.19) strictly decreases in r, whereas for all r > ™" it strictly increases.

The left hand side takes a negative value at ™" as

w2

1-5,

—E (148 =—

— 25,5,

2

1 — -
S —E(1+8)<0.
)(1—32)2 1-5, 11481 <

Ey(1—

Additionally, the left hand side of (2.7.19) is strictly negative at r = 0. We conclude that the
left hand side is strictly positive for all r > 1’8’ , where rar denotes the positive root to the left

hand side of (2.7.19). It is given by

-t (om= \/43252 45, (1 — Bp)E (1 + B
U 232(1_32)< 182 + 155 + 45, ( 2)E1(1+ &)

_ & 1+¢1+<1+a1><1—az> S gt

Finally, we conclude that optimal risk management activities are strictly concave for r > ry

and strictly convex for r < r§, i.e. m* has a turning point at r; . Resubstitution for r gives

1-yE[AZT]
r= >
YO (uj—r)ky ~ °

As the left hand side of the previous equation is strictly decreasing in k;; with limit infinity,
we conclude that there exists a 7(17 below which m* is strictly concave in k;;, respectively above
which it is strictly convex in k;;. Finally, we have to check whether values of k;; above the

threshold value l~<ij are feasible. Due to the positivity of the risk management costs, we obtain
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an explicit upper limit by

1—y[(1- wé)rfw; +0(u; — rf)kii]
YO (uj — /) '

1—¢E [Ag|Z] > 0 < k™ =

In turn, the threshold value of the turning point is characterized by

1-¢E [AZ|T]

1=y [(1 - wd)rwi + 0(pi — 1/ )kii]
¥O(uj — )k :

YO (p; —rf) (1 +1g)

As ry > 0, we conclude that fcij < kij™* such that optimal risk management activity m* always
has a concave as well as a convex subspace in cross border investment k;;.

Finally, in the case of ¢ = 0, it is evident that m* is a strictly increasing and concave
function in ki]- as x = 0 in this case, and additionally 0 < E; < 1 holds. This concludes the

proof of Lemma 7. O

Proof of Equivalence of Maximization Problems.

Proof. To prove the equivalence result, we show the equality of first order conditions for both
objectives (P1) and (P1”). We start out with the latter problem. Terminal equity under problem
(P1’) is given by

e; = Rf'ikii + joki]‘ + R"b; — Rddl'
= Rf‘ikii + Rfjkij + R™(d; + e; — kii — kij) — R%;
= (14 e +0(rt — Nk + 9(1’%]- —Dkij+ (1 — w)r'd; .

As in Lemma 5, terminal equity is normally distributed with the following mean and variance

pe = (1+ e+ 0(pu; — ki + 0(u; — ki + (1 — w)r/d;,

1
0'621,_ = szzzz + <0']2 + Ci(l —yYE [AfﬂI] ) k0'€2> klzj + 2p0-i0'jkiikij .
ij
Additionally, expected bank profitability is given by
E [AéﬂI] = [1 -6+ (11— w)é] wai + 9(,”1' - T’f)kii + 9(]/!]' — T’f)ki]' .

Following the standard routine, the objective function of bankers writes under the CARA-
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Normal framework as

1 —a(py—3a0%)

:[E , I = —— i ¢ o/
W [u(e)|Z] = ——e (2.7.20)
FOC'’s Problem (P1’). The first order conditions to (2.7.20) are given by

1
{kii} —ab(p; — 1)+ 50‘2 [ZUiZkii — Gy (i — 1) o2k + Zpaigfkif] =0

1 -
{klj} — 069(]/{] — T’f) + EDCZ [20']2](1] — gllpf)(y] — Tf)O'ezki]' + gi(l — lP]E [Aei’\I] )0’3 + 2p0’i0']'kiii| =0.

Rearranging the previous equations results in

O(ui—r/) ki 1
kii = TTZ_Z - ;? poi0; — Egilpg(ﬂi —rhe?|, (2.7.21)

o — Oy —1/) . poioj — 508 —r)ad g o2 (1= (1 — wd)rfw;)
ij = ii .

o <0']2 — éilpg(ﬂj — Tf)O'EZ) ‘7]2 - gill]e(.uj - rf)ag 2 sz - €i¢9<i‘j - rf)aez

(2.7.22)

FOC'’s Problem (P1). With respect to problem (P1), let us first restate the distribution of terminal

equity derived in Lemma 5. It follows a Normal distribution with mean and variance

1
He! = (1- T’f)(:‘i + 9(‘1/!1' — T’f)kii + 9(}{]' — I’f)ki]' +(1- w)rfdi - %C/\ (1 —yIE [Ae}’\I] )A mrkY:

i ij 7
aé = o7k + o7kE + Uezm*z(”kfj(lm) + 2p0;07kiiki; -
The first order condition w.r.t. domestic investment k;; is given by
—ab (i — ) — agb(pu; — f)A M1 —y¢E [a¢/ 1)) XKL+ 202 120k + 2p0i07ki] = 0
af (i —r ol (1 r%ci YE [A&|T] mAk; sz[ai” poioikii] = 0.
(2.7.23)

Correspondingly, the first order condition w.r.t. cross border investment k;; is given by

1

a6 = ) = = ) Tl (1= 9 [e/|Z])) "tk + e (1 g [ag|2])" ok

1
+§1x2 [20]'2](1']‘ +2(1+ ﬂ)aezm_z‘Pk};rz” + 2p0j0jkii:| =0. (2.7.24)
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Finally, optimal risk management is characterized by
act (1— g [A&/|Z])" mA K — a2 po2m 2071 = 0. (27.25)

The first order condition with respect to optimal risk management activity m results in the

optimal monitoring effort (2.7.3)

A A 2(14n)—v

' = (o) 7T ¢, T (1 g [A¢|T]) T kT

Based on the previous equation we obtain

apd(p; — rf)jéc? (1—y¢E [a¢|7])* K,
A A 7 A—1 ) X —% , _Ax Ww
—oyfl =) Sl (1 - g [86/17]) (ago?) 7 ¢ 7 (19 [aaf|7)) ek,

1

2A@ 2[(tn)x+ov]

f A A %) 51 291 2
=apd(p; —r )% (x@) ™% o2c™ (1 —yIE [Ag|T]) Tk 77
=apf(p; — Vf); () 7% o2eiks;

where the last equality follows from Assumption 4 (a). The previous equation can be rewritten

such that
wpb (i — m; (a) 75 o2ciksy = 2O (i — ﬂ)ﬁj’ (ap) 5 o2ciky
= a0 (p; — rf))(;rﬂ (w)*%’ ciozkij

1
= Eazgﬂpe(yi — )02k .
As a result, equation (2.7.23) writes
1
—0(9(‘111‘ — Tf) + 5062 [Za'izkii — gﬂ,b@(‘ui — rf)agkij -+ 2p0’i0'jki]} =0,

and thus corresponds to the first order condition of problem (P1’). In a similar spirit, we

obtain

A - A—1 1
apl (pj — rf)%cf‘ (1—yE [A&|T]) mAkj; = Eazgilpﬁ(yj — rf)agkij
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Additionally, we have

¢t (1—yE [ae/|7])" m¥ky;!

_Ax A 204mx—vxt(v=1) (x+2¢)

=a—c} (1-yE [Ae/|I]) (ocgocr )Kfz‘” c. X (1—yE [A¢'|Z]) 2 kl.j x+ep

><<><\<

v 29 2y Alimried g

= (xgo? )X““’ ¢ (1 - yE [Ag|T]) 0k,

2
:az% (aq))iﬁ ci (1—¢E [A¢'|T]) o7
Finally, we obtain

a?(1+ U)aezm‘z‘Pk}j””
_ 29 29 g _ppltn—v
:“2(1 _’_17)0.3 (UCQD(TE) xX+2¢ Ci7c+2!{) (1 o ¢IE [Aé'i/|1-:|)x+2q, kl] ¢ X+2¢ k1+27]
) 29 4(1+'1)</’+2<{’V+§(1+2’1)(X+2<P)
=a?(1+1) (wp) ¥ ¢; (1 — ¢ [A&/|Z]) o2k, o

2¢

=a*(1+7) (ap) % ¢ (1 - ¢IE [AG/|T]) 07,

where the last equality follows from Assumption 4. Combining the previous two terms, we

thus obtain

2OV (o) (1 g [26712]) 02 = 2122 () s (1 - g [0 |T]) 2
:%zngi (1—yE [A¢/|Z]) o2
As a result, equation (2.7.24) writes as

—af(pu;— 1) + %az [20}2k — gip0(pj — v/ )olki; + 3 (1 — ¢E [A¢/|Z]) 02 + 2p0i07k;i| =0,
which corresponds in turn to the first order condition of problem (P1’). O

Proof: Corollary

Proof Corollary 2.
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Proof. The inverse bank risk managing ability {; under Assumption 4 (a) is given by

[ = 2(1;L_'73/—V () T ¢

Thus, it is straightforward to see that % <0, 3% < 0, and g—g; >0 givenv € [0,1) and 17 > 0.
To derive the partial derivative with respect to the elasticities (1, v), we first restate the initial

equation as

2(147) - Vs e, i g,

é’i — - 2(1+n)— e 20+n)-v
As a result, we obtain
a¢; 2 L 2(14+1n)—v ol 221+7y)—v)—2(1+2n)
v — (1+n)—v (. /7 2(04+q)—v . | —
i eim-vr "
2(14+7n)—v - 221 +7n) —v) —2(1+2x)
$ 2DV gyt G20

The sign of the previous equation is positive if

2(1—v)
R | >0.
21+75)—v n(xg) =0
The above condition is satisfied if

v+ (1—-v)In(a
R LICRY

Similarly, we obtain

;i  1+2y L 21+7n)—v SRS 1+ 2y
7 — (1+n)—v (. - .
o (1-v)? (ap) 20 e+ 1—v !

The sign of the previous equation is positive if

1427y 1427y
1—v  2(1+4+7n)—v

In(agp) >0.

The above condition is satisfied if

v(1+1In(ag)) <In(ag) +2(1+17)
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If In(ap) > —2(1+5), the previous inequality is always satisfied as v € [0,1). On the
contrary, if In (x¢) < —2(1+ 7), the inequality can be rewritten as

2(1+7n)+1In(ag) .

>
V=t 1+In(xg)

The right hand side of the previous equation is strictly decreasing in In (a¢@) and takes values

on (0,1), such that % > 0if v > v. This completes the proof of Corollary 2. O

Proof Corollary 5.

Proof. The proof follows in two steps. In the first part, we derive the effects of monetary pol-
icy on home bias fluctuations in case that the expected profitability channel is absent. In the
second part, we analyse the effects of monetary policy on home bias fluctuations in case of a

removal of cross border information frictions.

PART I: BANK HOME BIAS WITHOUT PROFITABILITY CHANNEL.
From equations (2.7.33) and (2.7.34) in the main body of the text, it is straightforward to see,
that optimal bank lending decisions of country i bankers are characterized in the absence of a

expected profitability channel (i = 0) by

P (9(m—rm> 0 0(1; — 1) 1(%-03)

1—p? ao? —p;i 0&0']-2 2 ;ig'].z
R LR W T R
Y1 —p? wo? po*j ao? 2702 |

In a similar fashion, we obtain by an application of a symmetry argument for the lending

decisions of bankers located in country j

ji 1_p2

fizl_pZ
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According to equation (2.2.6) home bias of country i in the model is given by

143
HB, =1— k]_]’_ . (2.7.26)

1+ o

. . . . ki ki; . .
The home bias measure is discontinuous at > = —1. For values Z > —1, it increases in
ij o)
. . . kj . .

reaction to a parameter change if the ratio k— increases in the respective parameter. The

expression is given by

0(uj—") O(ui—r") | 1, 0; 5%
ki: ao? ptT] ao? 2F g g2
L= ) — (2.7.27)
kij M o; O(pi=r™) _ lg.‘Lez ' o
o ptTj ucaiz 25142

J

I. Loanable Wealth and Home Bias

It is straightforward to see that home bias (2.7.26) increases in the ratio of loanable wealth %

II. Monetary Policy and Home Bias

The comparative statics of (2.7.27) with respect to the monetary policy rate are given by

o(2) (et

of

,m )

L . g2
H(P’] _pﬁ O(p;—r —lé‘é _ _i+pﬁi 9(}’] ) P O(p;—r )+lpﬂ g]‘Te
mrjz gj wo? 25142 aojz i ao? lXsz gj mr 2 i 1712

The previous equation can be simplified to

a(iﬁj)_‘( pw)[éif %psji] ooz (1-02) [ci+022]

2 2"
orf Owi=r") _ o 6(ui=1™) _ 1, 02 2“04 pi=r") 0 8(ui—1™) _ 1, 02
w? - TPo ez T 26 ,m; PG e b

The previous derivative is positive if both terms in the numerator are either positive or neg-

ative and at least one manageability parameter is unequal to zero and positive. The first

condition is satisfied if

The second condition does never apply as p > % and p < —%% cannot be jointly satisfied.

Under the symmetry Assumption 3, the former condition reduces to —1 < p < 1, which al-
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ways holds as it covers the entire support of p.

Special Case p = 0: In the case of zero correlation, home bias can be further simplified to

143
HB =1— —Zi"
1+ ——7r
1— 1 D‘éz”e
)

IT1. Cross-Border Information Friction and Home Bias

The comparative statics of (2.7.26) with respect to cross border uncertainty are given by

. i g 9(#'_""1) (,ul_r 1 &‘ (‘H r ) ( rm) 1g
0 <%) ZPZ]U/ [ g]ar],z _ng Cao? ZCZ :| (772 ]] pff] ocaiz ng] (]7'1

gl
2 2
a(Te Q(V]._rm) . (Vz ym é_
a(T].Z pl7j T ac? 251

The sign of the former expression is consequently determined by

a(%) _ IQ(VJ‘—TM)_pmf’(m—rm)] (1 0i §j +1Cz> ,

2 2 . 2 W 2 2
00?2 ao; i ac; 2 0jo7 20

sgn (2.7.28)

The overall sign is weakly positive if the following correlation bounds apply

Under Assumption 3, the previous equality holds. If we also assume that (kj;, k;;) are weakly
positive, the first component of the initial sign determining equation is strictly positive. The
sign is thus pinned down by the second component. It is positive if the following inequality

holds, which is obviously satisfied under Assumption 3:

i o

> 2Lt
P= Cjoj

IV. Risk Management Ability and Home Bias
Let us assume that both investment positions (kj;, k;;) are weakly positive. It is straightforward

to see from equation (2.7.27) that ¢’ increases in {;, and increases in (; if p > 0, respectively
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decreases if p < 0. In case of a symmetric risk management ability, i.e., { = ; = {;, we have

ki 1,002 | 0i—") o Oui—r") 102 | | 102 |8G=r") o O(mi=r™) | 103402
2 () prf[ wF T Po e T2 | T e [T TR T2

2 2
80'6 <9(]4er) _pg 6(ui—r™) %nggz)

2 y 2
acs 0 o

The sign of the previous derivative is determined by

k..

(1) 102 [or—r o8 — )

sgn =<t | - —p0——"
d0?2 2(7].2 zxajz o ao?

<1 + p?) . (2.7.29)

1

The sign is weakly positive in turn if the following inequality applies

W—ﬂ@

Oi
pi—rfoj’

<p<
(Tj_p_

which is obviously satisfied if Assumption 3 is imposed.

V. Fundamental Asset Correlation and Home Bias

Finally, with respect to the asset correlation we obtain the comparative statics

K o 0= = bage? (6Gy—rh)  oegu—rf) 4 go? L9 =) o—rf) o o= 1 o; 49
d E . i zwl.z ocrrjz p‘7j zwl.z 2 17].2 7j mf].z zw].z p”j omiz ZPV]’ 171.2
) - 2
0 G(ijrm) N O(p;—1r") —lé'é
o«rjz ng zwiz 2 10]2

3 (kjj) _ o Oui=rf)—}ago? (—p”" 0(i—rf) Cfv§> +1a G2 004i—r") | o 00ui—r") (_pﬂ 0u—r") | 1,0 Cf‘T?)

P - 7 ac? 0 ad? 0—]_2 i o? ‘sz g ao? g ao? 2P0 o2
= 2
dp O(u—r™) o 0Gu—rm) lg‘Lg
zwjz o ao? 2 117].2
_ o 8umr) g0 (o 0u—r) 1802\ | 10 G% 0kir) oy O(ki=r) _pﬁﬂmﬂﬂ*?Q#
7 ac? ng a0? 2 (7].2 205 o? w]? g ac? 7 wo?

2
Oui—rm) oy 8(ui—1™) lg.‘Lez
0417].2 plTj ao? 2 ’0].2
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Collecting terms gives us finally

0 0(i—r")—308;02 g02 | 10; Gjoe O(p;—1F)
o —

kj 1
() 2w G tia
dp 0 (pj—r™) o O(pi—rm) 1, 02 ?
Tz P ar T 5&;]2
The sign of the former expression is positive if
)= Loz o /
O(ui — 1) — Q“@j% Gi+0(uj—1);>0. (2.7.30)

This condition can be rewritten such that 6(y; — #/)g; + (0(u; — f) — 3agi02)g; > 0. A suf-
ficient condition for the former condition to hold is that there exists an adjusted (weakly)
positive risk-premium for investments abroad, i.e. 6(p; — rf) — Lag;0? > 0. In these cases,
the correlation between home and foreign risky assets amplifies bank home bias through the
manageability channel: The higher the correlation between both assets is, the more banks
shift their portfolio towards the domestic risky asset in order to avoid the reduction in the risk
premium which arises through to the additional manageable risk component. Notice, that
the correlation between both assets is irrelevant for the bank home bias if both countries have
perfect manageability, i.e. {; = {; = 0. Under Assumption 3, the condition on the adjusted
weakly positive risk premium after risk management activities remains obviously valid. This

concludes the proof of statement (a) of Corollary 5.

PArT II: BANK HOME Bras WitHOUT CROSS-BORDER INFORMATION FrICTION
From equations (2.7.33) and (2.7.34) in the main body of the text, it is straightforward to derive,
that optimal bank lending decisions of country i bankers are characterized in the absence of

cross-border information frictions (¢ = 0) by

kii = 1 (9(W—rm) Uje(yf_rm)>,

1 p2 ao? L ao?
(P b
Y1 —p2 ao? p(fj ao? '

In a similar fashion, we obtain by an application of a symmetry argument for the lending
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decisions of bankers located in country j

C () e
=12 o2 paj 2 ’

: ac
1 (o= O —r")
kji = —p=——,
1—p? ao? o; (xcsz

As a consequence, portfolio decisions are purely driven by stochastic processes of fundamental

technology shocks. In this case, home bias is in turn given by

wj

1+
=1
B, 5

As a result, home bias is solely driven by the ratio of loanable wealth, i.e., it decreases strictly
in Z—f Home bias is thus independent of variations in monetary policy. Under Assumption
3, it is evident that home bias will equal throughout zero. This completes the proof of the
second statement of Corollary 5.

O

Proof: Proposition

Proof Proposition 1.
Let us define the auxiliary parameters (O, ®) by
®=1- (pwzj a0l = )0E) : (2.7.31)
o 0 = Liyf(p —rm)oz
_ ‘isz‘Ti‘Tj — 3Cip0(p; — r™)o?
o7 0F = Lipf(uj — )02

(2.7.32)

The interior candidate portfolio allocation of banks located in country i is given for domestic

lending by
O(p;i —r™) O(pj—1") 1,02
ki=® 1 — — oL~ +-2EO1 — (1 — wd)rw;] |,
n 0((7'1-2 o (7]2 2 (7]2 [ lIJ( ) Z]
— —_————
@ Baseline CARA Effect @ CARA Diversification Effect (® Manageable Risk Amplifier

(2.7.33)
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and for cross border lending by

ol Oy —1") o7 O (i — 1) 1, 5 1-9(1—wd)rfw,
kij = @ - 05— 5 ki, 0 g2 |
o (07 = Cipo ey — )2 oG o) — GOl — e
—_——
® CARA Diversification Effect ® Manageable Risk Effect

@ End. RA CARA
(2.7.34)
The proof of Proposition 1 proceeds in three steps. In the first step, we derive the interior

critical point k* = (k7,

k:‘]) In the second step, we derive a condition which ensures that k* is a
local maximum. We finally verify that the former condition also implies that k* is the unique

global solution to problem (P1").

Proof. PART I: DERIVATION OF CRITICAL POINT
The first order condition of bankers” portfolio choice problem from Lemma ?? are given by

equations (2.7.21) and (2.7.22):

O(u; —rf) ki 1
kii = (VMZ) - afé [P‘Tz‘Uj - ECﬂP@(%‘ —)d?|,
1 1

Lo 0(u; —1/) 4 000 = 368 — )02 o2 (1 (1 — wd)riw)
ij — i

a (02 = Ciyo(u; —r/)o?)

of = Lipb(uy— 1oz 2 o — Lipb(u; —r/)o?

Resubstitution of the second equation into the first one gives

Lo ) 1 . _ 17 2 0(uj—rf) . ”P(Tivj—% 0 (i —1f)o? _ Qﬁg(l—lﬁ(l—wd)rfwi)
ku = 06(71-2 (71_2 (PUzU] QCZIPG(VI T )Ue) (“(‘7,'2—@1/}9(}1/—7},)173) kll (Tj.zféilpg(]‘j*rf)aez 2 (7/.27&1[;0(’4]-—#)(762

Before we proceed, we define the following two auxiliary parameters:

2
_ 1 (poio — 58y0(ui —)o2)” 97 poicy — 5690 (i — rf)oZ
o 07— Gy (p; —rf)o? of o —Ciypb(p; —17)a

d=1

Rearranging the above equation on domestic investment k;; hence delivers

o B—r) 0w —r) 1g0? fo
Dk = o ) o +3 7 ) [1—¢(1—w5)r wz} ,
which is equivalent to writing
(0 —rf) O =) 1502
* 1 1 . ] -~ oiYe o . o,
ki =@ < o © " +5 7 S [1 ¥(1— wé)r wl} . (2.7.35)
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To derive the cross border investment level k;;, we resubstitute equation (2.7.35) into the cor-

responding first order condition to obtain

o — 0(pj — ) _Giog 02 (1 — (1 — wd)rfw;) B (j@k“
T (o2 gl - ro2) 2 of LBy ez o
_ 6 =) G 02 (1 ¢(1 — wd)rfw;)

w (07 = Cpo(u —1)2) 2 P

2 . . f 2
g 1 0(pi — Tf) _ 9(.”] ) 1@1‘76 _ _ fo.
—sz@@ ( o O : +2 = ©[1-p(1-wo)rw] ) .

The previous equation simplifies to

b — 0(puj—1/)
(02— bl — 1f)o?)
5 [1=9(1 — wé)rfw]

(pw] 128 (u; — rf)os>2>

‘LL
(1407 At o Ly — 1)

_fz; ( P! ‘LiJ(Pw] zCile’(ﬂi—rf)ff?)z)
C0? = b — ) otat o —Ciypd(p —1f)o?
P 1@0— Q(I’ll_rf)
o acr

] 1

Further simplifications yield

2 2
14+ ! 207 (p0i0j — 300 — r)02) _ ol <®+ 1 (poioj — 388 (pi — 11)e2) > ol

;%
ctot o7 — Loy — rf)? of o =Ly — rf)o?

As a result, we obtain

O(u: —rf f — - fw;
k;k] — (I)—1< (ﬂ] r ) o @Uz 9(]/{ 27’ ) o 7€1 2 1 4J(1 (’U5)rfw12>
( — G0 (pj — Vf)”?) 7 A P Gyo(py — o
(2.7.36)
which completes the first part of proof of Proposition 1.
PART II: CrITICAL POINT AS GLOBAL MAXIMUM
The objective function of bankers is defined as
/ 1 —0&(]18/_—%0(0'3,)
Ukii kip) =B [u(e)|Z] = ——e 5 = (2.737)
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k* is a strict local maximum of U if the Hessian H = D?U (k) is a negative definite symmetric
matrix at k = k*. This condition applies if and only if the two leading principal minors of

H alternate in sign as follows: |H1| < 0 and |Hz| > 0. The symmetric Hessian to (2.7.37) is

Uy U
g = (U U)o
Uy Uxn

Moreover, let us define the following auxiliary parameters

denoted by

Q. = —ab(u; — 1)+

11

? [Zafkﬁ — 0 (p; — ) oZkij + Zp‘riafk"f} ’

N =N =

QO = —ab(pj — ) +

0(2 [20’]21{1] — gll/)9<‘u] — rf)O'gk,‘]' + él(l — IIJIE [A€1,|I} )0'52 + ZPO}‘U’]’kl’j

The elements of the Hessian are then given by

1 —alpy—3ac?) 7
U — L (g —22,) Qiii_}_azgiz] ’
1 fa(ye{flocai) r
Uy = i P _Q%i/ +a (01'2 — i (p; — rf)o'ez)] ’
1 —a(uy—1ac) [ 1
Uy = — e i O, O, + o’ (PUin - ECi’#@(ﬁi - Vf)‘fezﬂ :

It is obvious that |H1| < 0 and |H| > 0 are satisfied if U1 < 0, Upy < 0 and Uyl — Z/{122 >
0. The first condition obviously holds without further restrictions. The second condition is

satisfied if (7]-2 — Zip6(uj — /)2 > 0. The third condition holds if

2
o7 (fsz — CipO(pj — Vf)ffez) > <PUi‘7j - %Q#’@(Vi - Tf)"?) ,

which is equivalent to imposing ® > 0. Notice that in case the above inequality held with
equality, the solution k* would no longer be interior and finite, but rather located at the
boundary.

To establish that k* is a global maximum, we need to verify that U/ is a concave function
on its entire convex domain K, which is an open subset of R?. This is indeed the case if the
Hessian H is negative semidefinite for all k € K. Notice that a local maximum requires a
negative definite Hessian at a single interior point, whereas a global maximum requires that

H is negative semidefinite not just at k*, but for all k € K. The Hessian is negative semidefinite
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if every principal minor of odd order is weakly negative, and every principal minor of even
order is weakly positive.
The two first order principal minors U1 and U, are weakly negative by the above condi-

tions. The second order principal component is weakly positive if

1 2
[QI%{,‘ + “2(71'2] [Q%U +a? (0]2 - éilpe(‘u]' B Vf)”?)] > I:QkiiQkij +a? (pUi(Tj - Egilpe(‘ui - rf)aez)] ’

which can be rewritten as
o (0']2 — 0 (p; — rf)crez) O,%h_ + oczcriZQ%’_], + ato? <0j2 — L0 (p; — rf)0’€2> >

1 1 2
20 (paiaj - Egﬂpe(yi - rf)ag) O, Qe + ot <pc7i0j - Egitpf)(yi - rf)c7€2> .

The left hand side of the above inequality is strictly increasing in (7]2 — Lo (uj — rf)o2. Substi-

tuting in its lower bound from the condition ® > 0 gives

1 1 2 1
Wl <P‘7i‘7j — G0 (i —r! )03) OF, +a®fOf — 247 <P‘Ti‘7j — G0 (i —r! )03) Q2 0,

1

which can be rewritten as

1 1 2
DCZ |:0" <P0'i(7j B Egilpe(‘ui o rf)gg) Qkii - OiQkij:| >0.
i

Due to the quadratic form, the above inequality is obviously satisfied for all k € K, such that
k* characterizes indeed an interior global maximum. This concludes the proof of Proposition

1. OJ

Proof Proposition 2.

Proof. Under Assumptions 2 and 3, the model-based home bias measure is given by

2

1+

HB;=1-

Its comparative statics in response to a change in monetary policy are thus captured by the
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ratio % Based on Proposition 1 it can be written as
1

_ _m 2
ki kM) @l L 11— (1 - wd)rw]
kij ki O(u—r") efu—r") 1702 1I-yp(1-wd)rfw

(2 =TypB(u—r")oZ) ao? € o2 =gyo(u—r")oz

Let us define auxiliary functions (G, F) as positively scaled functions of (k;;, k;;), i.e. such

that k—” = % applies, by

G =0* (¢ = Cyb(pu—1")0?) ki
F =0 (0% =8 —1™)o?) ki

where it holds that

g = 2 (1 p)o? - Syl o2 ) + 522 o0? — 3000(n =)o) [1= 91wy u]

O(u —r" 1 1
F = M ((1 —p)o* + E&/Jf)(y — rf)a€2> — 5@062(72 [1 — (11— w&)rfw} .
Based on the auxiliary functions, it is straightforward to derive

OF 0 61 1 Oy — ¢
=2t = L oyet - )2~ Jggoc2 )

_g(l_ 0)0? — o> M

+ %Cagang(l — wd)w

+ §(72(721/J( — wd)w

In a similar vein, we obtain

g

2(y —
9 =Ygt g2 T 4 220 [1 - 91 - wolrt ]

- %CU? (po* — %C#’Q(ﬂ —r1)o2)p(1 - wd)w

2 _am
- 2= ot gy ST Ly - SRt - oo (po? - SEpen - 272 )

It is straightforward to see that home bias increases in response to a monetary policy tighten-
ing if % increases in 1/, i.e. if the following inequality holds

oG oF
TrFr_2c>0.
8rf]: arfg_o

PART I: PROOF STATEMENT (a)
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To show statement (a) of Proposition 2, notice that under w = 67, it follows that

oF oF g
o a L%
orf <0, an orf < orf

Under Lemma 4, we also have G > F > 0. As a result, we obtain

> e 9 9L
7 orf  orf

oG oF G oF oG JF
ZF_ = —F = >
orf d orf~ = orf orf ( >]: 20,

which concludes the proof of the first statement.

PART II: PROOF STATEMENT (b)
A. Idea of Proof. The proof of statement (b) proceeds as follows. Whether bank home bias
increases or decreases in response to a monetary policy tightening depends on the sign of the

following equation

oG oF

%}_— 577 (2.7.38)

If the sign is positive, a monetary policy tightening increases home bias as in statement
(a). If the sign is however negative, a monetary policy tightening decreases home bias re-
spectively. From the initial derivations, we know the analytical counterparts to % and 37];:.
Both derivatives are linear and continuously differentiable functions in adjusted loanable wealth
W= (1—wd)w.

In the case of 0 < w < 6!, one can verify that % is strictly increasing in @, whereas the
sign of % in @ is a priori ambiguous. Imposing Lemma 4, we also know that G > F on the
entire support of @. In the left limit @ = 0, it thus follows by an equivalent argument as in the
proof os statement (a) that %}“ - %Q > 0. If additionally CF_~ 9G holds, it is possible

orfow orf ow
to show that there exists a unique @* such that we obtain %]—' — %g > 0 for all @ < @*,

respectively %]: - %Q < 0 for all @ > *.

B. Characterization of parameter bounds for (i, p).

PF > %G
orfow — orfow

Case 1: . Case 1 applies if the following inequality holds

p—S6y(u—2r") 5 > ~1. (2.7:39)
It is straightforward to see that this condition is always satisfied if 2r/ > u. If on the contrary
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2rf < u applies, case 1 holds if

20%(1+p) —CcT

P < W =y . (2.7.40)

ar;aw < 0. This case indeed holds if

A tighter sub-case of case 1 is given by imposing -2-¢

o2
_€

p> §¢9(V 2rf) S=p

To be consistent with the upper bound p imposed in Lemma 4, one needs to verify that the

following inequality holds

1 alo?

—1<1§ 0( —2rf)‘i€2<1—77
PR e 20(u—rf)

If p > 0, the second inequality is obviously satisfied if 4 < 27f. In case that u > 2rf applies,
we obtain an additional correlation driven upper bound on ¢, i.e.

202 _ _ —CT
622’ =¥

C. Sufficient condition for G > F > 0 on entire support of .

P <

To begin with, let us define the support of the auxiliary variable @ € W = [0,@], where
the upper bound @ of the support is specified below. Additionally, let us denote by @w the

infimum of ¥ over the set W from Lemma 4, i.e.

P°= inf P(@)= inf min{g"" (@), ¢ (@), 5" (@)} .

we [0,5] we [O w]

fO<p<pand ¢y < min{@CT,Ew} applies, then a is strictly increasing in @, whereas ag

increases at most at a lower rate than g—]; in 0. As we have that aﬁ < aﬁgf at the left 11m1t

W = 0 and > for all @ € W, we know that there exists a unique intersection point

rf ow rf 8 D
between both derivatives, which we subsequently denote by @'. Additionally, let us define

the point at Wthh equals zero by @7 0. It is given by

. 2 0 02(u —rf
o0 — Fhoi? (a(l _p)0.2+€1l]0.§ (,ua r )) ‘

=
I
A\
Sz

70 applies, then < 0 holds and vice versa. Based on the previous notation, it is
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possible to derive a lower bound @ such that it holds that

G oF
—F—-——G>0. 7.
Brf]: arfg =0 (27.41)

9G oF
orf” orf

or negative orthant of R2. By Lemma 4 we have that G > F > 0, which implies that

The lower bound depends on the fact whether the derivatives ( ) intersect in the positive

(i) If @' < @70 holds, equation (2.7.41) is positive if ® < @'°, as —Jj < —gf <0.
(ii) If @'S > @70 holds, equation (2.7.41) is positive if @ < WP, as % > 0and % <0.

As a result, a sufficient lower bound is given by @ = min{@!°,@"°}. By an analogous

reasoning, one can characterize an upper bound W such that the following inequality holds

oG oF
67]-“ — a7g <0. (2.7.42)

To do so, let us consider the subsequent case distinction by using again G > F > 0 from

Lemma 4:
(i) If @ < @70 holds, equation (2.7.42) is negative if @ > @77, as a—}; >0> TC}
(i) If @' > @7 holds, equation (2.7.42) is negative if @ > @'°, a —/; > —gf > 0.

As a result, we obtain @ = max{@'°, @7 °}.
D. Existence of unique intersection w*.
It is straightforward to see that f ff G is a second order polynomial in @, which is
additionally continuously dlfferentlable. By the intermediate value theorem, we hence know
that there exists an odd number of intersection points at at which it holds that
0 oF
9G »_ oF
orf orf
As the left hand side of the previous equation is quadratic in @, it can has at most two inter-
section points. As a result, there exists a unique intersection point @* € [@, @|. Consequently,

bank home bias increases in response to a monetary policy tightening if @ < @* and increases

on the contrary if @ > @*. Given the definition of @, we can define the separating frontier

1 5k
W= (1 — ZZ}) . (2.7.43)
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If w is larger than the right hand side of (2.7.43), home bias increases in response to a mone-
tary policy tightening, whereas it decreases if w is smaller than the right hand side of (2.7.43).

This completes the proof of Proposition 2.

o ?g PF
&. Rule out remaining case 57~ > 72— > 0.

. 9% PF - . . .
Case 2: ;7= > -7=— > 0. In this case, the marginal effect of monetary policy on domestic

lending, %, moves faster than the marginal effect of monetary policy on foreign lending, %,

in response to a change in bankers’ loanable wealth w. It is only possible if the following

inequality holds

1 o?
p—Seyo(p—2r7) 5 < -1,

which never holds if 4 < 2rf. On the contrary, if 4 > 2rf, the previous equation can be

rearranged to

(1+p)o?

Y222y

However, note that from Lemma 4 we assume the following restriction to ensure a global

maximum of the bankers” problem,

2

¢<¢GM'S:2M< 2(1—P)—(1—P)> -

Therefore, to verify that there exists a set of parameter values for i which satisfies the in-

equality and the Lemma 4 restriction, the following equation needs to hold

(14 p)o? o2
[0 —2)02 = g9<u—rf>o—3< 2“‘”‘“‘”)'

(1+p) _V20-p)-(1-p)

(-2 (1) 7

We now show that this is impossible. Given that p € [—1,1], for p = —1, the above inequality
holds with equality. As p increases, the left hand side increases at a higher rate in p compared

to the right hand side, as the subsequent strict inequality applies

1 1 1

> - Vi
p=2r " p—rf (u—1rf)/2(1-p)
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if " > 0. As a result, equation (2.7.44) never holds on the entire support of the fundamental
correlation p. Therefore, we conclude that Case 2 is not consistent with the model assump-

tions, which completes the proof of Proposition 2. O

Bank Home Bias Index

Construction of Theoretical Bank Home Bias Measure.

Our tractable setup already provides a rich enough structure which allows to define and

investigate the determinants of bank home bias fluctuations.

(a) Suppose that risk free asset holdings are neutral, i.e. it is counted neither as an invest-

ment to country i or j. The home bias measure is then given by

ki w;
“ _, 1ty
HB; = 7 zk =1- kl.
ij K 1+ i
Zl)l'+‘wj kl]

(b) Suppose that risk free asset holdings are domestic investment from the perspective of

both countries. The home bias measure is then given by

k

tij 1+ wi
HB =1— U =1 U
1 ki]'-‘rk]'j-i-bj 1 + k]'j-l-bj
wi+w; kij

(c) Suppose that risk free asset holdings are domestic assets from the perspective of country

i and foreign to j. The home bias measures are then given by

k

Sij wj
HB =1— :1—1+W
! kij £k 14 ki’
w,~+w,~ k,J
kj,‘+b,' 1 + w;
L L S I B
HB] =1 ki,'+kj,‘+bj+b,‘ =1 1 + ki+b; -
witw kji+b;

(d) Finally, suppose the unrealistic scenario that risk free asset holdings are foreign assets

from the perspective of both countries. The home bias measure is then given by

kl‘]'+b,' 1 + wj
HB =1 =1
1 k]]+k,]+b,+b] 1 + k/]+b]
Z(),+Z()] kl]+b,
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An alternative definition of home bias, H13{, is based on the excess domestic share. Given that

the baseline measure is defined as
HB; =1 — foreign share/world foreign share ,
we may define
HB; = domestic share/world domestic share — 1 .

If risk free asset holdings are classified as domestic assets from the perspective of each coun-
try as in Case (b), or classified as domestic assets to only one country as in Case (c), the

relationship between both home bias measures is given by

Total investment into country j

XHB{.

HBS =

~ Total investment into country i
This relationship holds approximately for Case (a) and Case (d), as long as the risk-free
investment is relatively low.

2.7.2 Quantitative Model

Dynamic Bank Problem

Solution
Euler Equation When market is incomplete, as in our model, Euler equation can be solved

using guess-and-verify approach. We guess the forms of the value and the policy function:

Vi(wit) = u(Jig(wir)) = u(vewis+nit) , i = Fiswir + it ,

where 4,4 € Ry and 74,7+ € R are non-random coefficients. Envelope theorem implies

dVi(wiy)  ou(rmy)

asmen —
dwiy 97y = w (Ju(wir))ve = u' (i)

Under CARA utility, this is equivalent to
—a (VWi 1) . ,—ATT _ 1
en My = €TV S e = i e — Iy
As aresult, 4 = ¢, and 7y = 1 — %ln Yt
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In addition, we have

Et [7tis01] = B [Ye41Wip11 + i1 — Inyip1] , Var(mipg) = 97 Var(wie) -
We can then rewrite the expectation of the value function as

le—“("/tﬂ Mgy Ti1)+ %“Z’Y?H%ZUI-’,H
14

1
_ le_"‘(%H(Vw,‘,m —QOC’YHW%I.JH)‘F%H)

14

EtViiq (wz‘,t+1) = -

1
=Vin (Etwi,t—i—l - 2“’7t+1‘7§;i,,+1>
1
= Vig | Eswjpyq — El"tHVar(wiltH)

1
= u(Jip1 (Brwi g — Ert+1var(wi,t+l))) .

where Iy = a4 reflects the effective absolute risk aversion at period t with respect to the
wealth in period ¢ 4 1.

The Bellman equation becomes

1
Vi(wiz) = max u(7tie) + Pu(Jip+1 (Erwipr1 — STrea Var(wipg))).
{7t kii by 1kij 1, p 2

Using the budget constraint to substitute out b;; and taking first order condition w.r.t. 774,

we have

ou(Ji 1 (Brwipr1 — 3Ti1Var(wiri1))) 0w, 11
OE;w; ;11 o7t 4

u' (i) = —PB

1
= BRI yeyt' (Jipo1 (Brawigg — Ert+lvar(wi,t+l)))
1
= ,BR{%HM’(%H(IEtwi,tH - Ertﬂvar(wi,tﬂ)) + i41)
o
= .BR{“'((IEt’YtHwi,tH + 1 — Inypq) — Q’Y%Jrlvar(wi,tﬂ))

= BRI u (¢ [ty (=5 Var(mig1):

Taking the natural logarithm on both sides, we get

14
—amiy = In (,BR{) - (IEt (7T p1] — Evar(ni,t—i-l)) ,
)4

1
]Et [ﬁi,t+1] — Tt = & In (‘BR{) + >

Var (1) -
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Thus we have derived the standard Euler equation under incomplete market.

Equivalently, we can rewrite the Euler equation using w; ;1

1 1 o
Ei [Vi1Wippr 41 — —Inyq | — iy = —In (:BRtf) + *’Y'tzﬂvar(wi,tﬂ) .
o o 2

Portfolio Solution We can rewrite the expected value function has the following form

EVig1(wisr1) = u(yor+1 + 7141 Eewipr1 + o041 Var(wisrq)) -

Note that the expression collapses to the simplified model case if o411 = #i4+1, Y1041 =

_ XA2
Yet1, and yae01 = =575

The Bellman equation becomes

Vi(wiy) = max u(7tie) + Pu(yoer1 + Y1 Eewipr1 + yoe01Var(wips)).
{7t e kit 1 ki 1 i

Recall that

I I
Wipp1 =Adpq + Ry ki g + Ry ki + Rlbi:,
My =Ddr1 + Mii 1K1 + pij e kiee + Rlb;:,

. 1
aoyrr =O0ke 1 H K54 <‘7]‘2 +2i(1 — ¢E [Ag;111]7]) K1 t+10€2> + 2kij ¢ 1kij 1410007 -

Taking first order condition w.r.t. b;;, we have

Ou( 0,641 + Y141 Ewi p1 + Y2041 Var(wipy1)) OB w; 41

! . —
w(ie) P OE w; 111 ob; s

= 5R{’Yl,t+1ul(ﬂt+1) .

where Oy 11 = Y0441 + Y141 EiWi p1 + V2,041 Var (wi 1)

Recall that pledgeable bank profitability is given by

E [p(A&111)|Z) =(1 — wé;)rfw;

T T
+ 140 (pip1 — (1+ E)R{)kii,tﬂ + 570 (Hjr1 — (1+ E)Rbkij,tﬂ
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First order conditions w.r.t. kjj+11 and kjj; 41 yield

ou(Qy11) OEw; 111 ou(Qyy1) oVar(wjiiq)
1+ 1) (m,) = : ‘
( Ju (mir) ﬁalﬁtwi,tH 9Kii 41 oVar(wisy1)  9kijri1

:5”/(Qt+1)’h,t+1ﬂi
+ B (1) Y241 [(207Kii 441 + 2kij11100i07) |

T
— Bu' (Qpy1) 120119 {CiUeZKdG(Vi,H—l -1+ E)R{)kij,t-i-l} ,

u(Qyy1) OBw; 141 ou(Qyy1) oVar(wjpir)
OE;wis1 9Kijiy1 oVar(wiy1)  Okijri1

(14 7)u' (i) =B

:5“/(Qt+1)’h,t+1ﬂj
+ B (Qr11) 12441 [(2(7]'2kij,t+1 + 2kﬁ,t+1PUi0'j>

T
— Bu' (1) 120119 [CiUeZKfQ(Vj,m —(1+ E)R{)ki]’,ﬂ—l}

+ B (1) 20181 (1 — YE [A81|Z]) 02 -

We can see that if i = 0, the solution collapses to that of the simplified model.

Define the augmented parameters by

52 = 02 [1—p(1 - wd)w (R = 1)] ,
~ T
02 = 0% — L0 (jpsr — (1 + E)R{)ag ,

. (PUin — 0 (pip — (1+ 5)Rtf>‘7§)
p= Ui(j—]. '

Solving the previous system of equations for k;; 111, kij 1, we have

f ~
kiit+1: 1~ Vl_(1+T)R{_~V]_(1+T;)Rt_'_lﬁglfg
’ 1—p? XYr107 Ayt 410;0; 2" 0,0
f ~
iy = — wi—(+0R i~ (1+0R] 102 |
" 1—p? “7t+1‘7]2 XYt+10i0; 2 (7].2
where v = — %
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Using the bank’s budget constraint, we obtain the expression for the risk-free asset,

biy = wip — 10y — (1 4+ Tkijpe1 — (1+ T)kij e

1
= (1 —y)wi; —n + P (1 + Dkiipr1 — (L4 T)kijpr1 -
Note that

W1 =Ddp1 + Rl gk + Rfj,t+1kz‘j,t+1 + R{(wi,t = T — (1 + ) (Kij g1 +kiips1))
Huw;pyy =Ddiv1 + Wi kii 1 + Mij ki + R{(wi,t — 7Ty — (1 4+ 7) (Kijp1 + Kiip1))
=Adpy1 + Pii g1 Kii 1 + PijeaKij e
+ R (Wi — (i + 1 — Inye) — (147 (kiipr + i) -

Variance of next period wealth is given by

Varw' =c7k} + 07k} + 2p0i07kik; + { (1 — B [Ag])kjo?
=07k} + 07k + 2kikjpo0; + Lok
— (1 — wé)wrfkjaez + (g0 (p; — rf)k,-kjcfez + §¢Kf9(yj — rf)ka-crez
1
:0’1'2](12 + (0’]2 — Cl/JKfG(]l] — T’f)a'ez)k]z + <p0’1‘0']‘ — Egl/JKdG(‘Ml — I’f)) Zklk]
+2(1—y(1— w5)w7’f)0'€2k]'
:0'12](12 + (7']2](]2 + Zﬁaﬁjkikj + C&gk]
We can see that wealth effect appears because of the pledgeability of risk-free profit, which
is reflected by w showing up in 2. Generalized correlation depends on the pledgeability of
domestic asset, which is reflected by g. Variance reduction depends on the pledgeability of
foreign asset, which is reflected by (7]-2.
Since wealth effect does not depends on ¢ and (7]-2, we can shut down these two channels
simply by imposing x; = xr = 0.

Undetermined Coefficients Finally, we have to determine the coefficients (-, #;). From Euler
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equation we have

1 1 1 o
Yi+1Pwipy T N4l — 2 Inyi1 — yiwip — e + 2 Invy; = 2 In (,BR{) + §7t2+1var(wi,t+l)
1 1 1 o
VWi Iny = <’Yt+1l‘wf,f+1 i — In ’Yt+1> - In (ﬁR{) - E')’%+lvar(wi,t+l)

Yi+1
R{i)

1 o
TWip + 1 = (’Yt+1#wi,t+1 + ’7t+1) T2 In (B - E'nyVar(wi,tH)

Ye+1Hie+1 :'Yt+1R{wi,t (1—7t)

R[4 T)— 1<55i - 47‘>a§ [—(1 = wdywi (R 1)

1 —ﬁzi woq(rj ocfsz

Y= ’Yt+1R{ [1 -t -A(R{ - 1)}

1 R 1- AR -1) ;
- — R
T+1 Tt

Steady State The steady state values generated by the dynamic bank problem is given in Table

2.3.
Table 2.3: Steady State Values.

Parameter Description Value
e Equity 2.60852
d Deposit 6.08654
w Total asset/liability  8.69506
ki Domestic lending  3.83177
kj Foreign lending 2.01349
L Total loan 5.84526
HB Home bias 0.474528
b Risk-free asset 2.66993
T Dividend 0.179871
Var(w) Portfolio variance 6.312
Rf Risk-free rate 1.00828
Ry Deposit rate 1.00289

Complete Model

Solution

Figure 2.16 shows the structure of the open economy in the quantitative model.
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L.Firm

@

Figure 2.16: Structure of the Economy:.

HH

FFirm

Household Without nominal rigidity, the households solve

[ee]

max E Y BU(C, Ny)
CuNiDiKep1 15

st. Dy +Kipg < WiN; 4 REK; + RID; + 11,

C < RY, 1Dy 1164

First order conditions with respect to C;, Ny, Dyy1, and K41 yield

u'(C) =C; 7 = Q,

U'(Ny) =—x(1—Ni)~? = =A{W;,
A? :,B/\?HR];H ’
A =PMARL + QOaRY

where A and Q; are the Lagrangian multipliers for budget constraint and deposit constraints

respectively.

Production firms Production firms solve the profit maximization problem. First-order condi-

tions yield

0 =aP AK* IN}~* — Rk — AJRE
0 =(1— )P AKEN,® — W, — AW,
0 =(L; — RkK, — W,Ny)AS
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where /\{ is the Lagrangian multiplier for the expenditure constraint.

Final firms The first-order condition of the final retailers is given by

((1 —¢€) (2‘)18 + el (1;&)% —¢ (Pf{,tl - 1) Pi{;’tl) Yi

. P P
S OEPIArran ( pt 1) Y =0,

Monetary Policy Rule

M1 — 11 = 1/aIn(BRf;) + a/2(y?) Var(w;)
0=1/aln(BR*) +a/2(y?) Var(w*)
0 = In(BR*) + & /2(y?) Var(w*)

In(R*) = 1n<[13> — «?/2(9?) Var(w*)

R = exp (1n( ) = 507 Var(w)

Parameter
Table 2.4: Parameters.
Parameter Description Value
B discount factor 0.990
% CARA risk-aversion 3.000
i & Yj mean of return on domestic and foreign project 1.030
0i & 0j standard deviation of domestic and foreign project return  0.500
0 correlation between domestic and foreign project -0.100
Oe standard deviation of uncertainty 2.5 X0;
w pass-through elasticity from risk-free rate to deposit rate ~ 0.750
) deposit to asset ratio 0.800
4 Overall management efficiency 0.950
P Management cost reduction w.r.t wealth 6.000
K4 Pledgeability of domestic loan 0
Kf Pledgeability of foreign loan 0
T regulation cost on risky projects 0.000
0 bargain parameter 1.000

Results
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Domestic Loan Foreign Loan

2Q1 2Q1

Figure 2.17: Responses of to Nominal Rate Cut.

Notes: The solid line, dash line, and dash line with circles are respectively the impulse responses of the
model with ¥ equal to 6, 4 and 2.
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Chapter 3

Country-level Bank Home Bias: An

Empirical Investigation

Li Yu and Philipp Wangner"*

3.1 Introduction

Cross-border lending by international banks has been decreasing since the Great Recession.
The ratio between outstanding international claims and world GDP goes down from over 60%
to around 40% (McCauley et al., 2021). In European Union, cross-border claims by banks
dropped by 25% (Emter et al., 2019). However, these figures do not provide a comprehensive
picture of banks’ lending preferences with regard to geographical location. It is possible that
the decline in cross-border claims is not solely due to a reduction in foreign claims but rather
a symmetric decrease in domestic and foreign claims. Using the share of foreign lending to
total lending, as opposed to absolute levels, mitigates this issue. Nevertheless, this measure
still fails to distinguish between the supply-side and demand-side factors that may be driving
the decline in cross-border lending, i.e., whether the reduction is a result of decreased demand
for credit abroad or a shift in banks” lending allocation.

Given the importance of cross-border intermediation in deepening financial integration
across economies, understanding banks’ true preference for cross-border lending is critical

in designing and conducting effective monetary and macroprudential policies. More impor-

"We are extremely grateful to Patrick Feve, Fabrice Collard, Christian Hellwig, and Nicolas Werquin for their
invaluable advice and continuous support. All remaining errors are our own.
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tantly, recent studies have also highlighted potential threats to domestic financial stability due
to the exposure to international regulatory coordination (Calzolari and Loranth, 2011), cross-
border monetary policy transmission (Correa et al., 2018), or cross-border externalities faced
by multinational banks (Clayton and Schaab, 2021). As such, the dual nature of cross-border
credit flows calls for a closer examination of banks’ lending preferences to ensure both the
effectiveness of monetary policy and financial stability.

This paper investigates banks’ cross-border lending preferences. We adopt a uniform
measurement of relative bank lending preferences, the bank home bias index. This index is
widely used in studies on cross-border equity investment and is first applied to bank lending
by Coeurdacier and Rey (2013). It is constructed so that the cross-border asset share of a given
investment portfolio is normalized by the corresponding share of the foreign asset in the world
portfolio. By doing so, it distinguishes between the case of a cut in foreign lending due to the
lack of investment opportunities abroad and a decrease in the preference for foreign assets.
That is, a higher home bias index always indicates a lower preference for cross-border lending
activities.> Given the definition of home bias, our paper provides novel empirical evidence on
country-level bank home bias, examines the potential driving forces for home bias variations,
and studies the implication of bank home bias variation for business cycle fluctuations.

To start with, we build the country-level home bias index for over thirty countries and
measure bank home bias country-wise. To this end, we collect data on the domestic and
cross-border lending of banks from over thirty countries and build country-wise bank home
bias since the early 2000s at a quarterly frequency. The overall trend of bank home bias
exhibits a V-shaped pattern. Before the crisis, the weighted average bank home bias steadily
decreased. The downward trend ceased to continue after the Great Recession, as the home
bias level bounced back by over 8% from the historical low and remained high even after
the recession ended. The pattern conforms with the recent empirical documentation on the
persistent low levels of foreign lending. Moreover, this V-shaped bank home bias is in stark
contrast with equity home bias, which has steadily decreased during the same period. This
departure suggests that promising determinants for explaining home bias fluctuations are
either specific to the banking sector or affect bank and equity investors differently.

Based on the observations of home bias variations, we investigate the key driving factors

of bank home bias variations, particularly the role of uncertainty and interest rates. Using the

2Essentially, this indicator can be understood as a measure of the degree of financial integration of the banking
sector. A home bias of 1 indicates that the banking sector is in a state of autarky. In contrast, a home bias of 0
implies that the bank portfolio is fully diversified in domestic and foreign assets. For a more detailed explanation
of the index construction, see Section 3.2.1 and Appendix 3.8.2.
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Economic Policy Uncertainty Index (Baker et al., 2016) and the World Uncertainty Index (Ahir
et al.,, 2018), we find that uncertainty exhibits a strikingly similar trend as bank home bias.
Further structural analysis confirms that foreign uncertainty has a crucial impact on bank
home bias variations. Using US data, we estimate structural vector auto-regression (SVAR)
models, including macro variables and banking sector characteristics. The models suggest
that uncertainty, particularly foreign uncertainty, is a substantial driver for bank home bias
fluctuations. An increase in foreign uncertainty increases bank home bias significantly. The
shock accounts for over half of the forecast error variances. For the effect of interest rate, our
findings suggest that the Great Recession led to a structural break in the impact of the policy
rate on the home bias. The prolonged period of the low-interest rate after the crisis negatively
impacted bank home bias. The effect of a policy rate change can also be state-dependent,
determined by the banking sector’s profitability.

Lastly, we study the implication of bank home bias by examining its business cycle. By
computing the correlation between the cyclical component of the bank home bias series and
the corresponding GDP series, we find that domestic economic growth is associated with
lower home bias prior to the Great Recession. However, the effects no longer exist after the
crisis. The results suggest a structural break in the banking sector or the banks’ lending pat-

terns, of which one potential reason is the low-interest rate period after the recession.

Literature Our findings speak to the burgeoning literature on the documentation of the ge-
ographical allocation of investment. The index we use to capture lending preference, namely
the home bias index, is commonly used in the analysis of equity and bond investment (Hau
and Rey, 2008; Coeurdacier and Gourinchas, 2011, 2016). The index has been adapted to bank
lending in recent research, as Coeurdacier and Rey (2013) empirically document bank home
bias for different world regions. Our paper follows this empirical approach and provides
more detailed documentation of bank home bias, with observations collected quarterly for
over thirty countries over twenty years. To identify the causes of the bias, Mondria et al.
(2010) use a search index to show that the extent of information acquisition for domestic and
foreign investment differs. Using SVAR models, we confirm the role of informational friction
by exhibiting the importance of second-order moments, or uncertainty (Bloom, 2009; Ahir

et al., 2018; Baker et al., 2016; Berger et al., 2020), in driving bank home bias variations.

Layout The rest of the paper is structured as follows. Section 3.2 introduces the index of
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bank home bias and the construction using country-level data. Section 3.3 studies the key
drives of bank home bias, namely monetary policy and uncertainty, taking the United States
as an example. Section 3.4 extends the analysis to a panel of countries in our sample. Section

3.5 studies the cyclicality of bank home bias. Finally, Section 3.6 concludes.

3.2 Bank Home Bias Index

3.2.1 Index Construction

We start by introducing the measure we use to capture cross-border lending activities. We do
not use the levels of cross-border claims as the measure, as this ratio alone cannot distinguish
between a retreat from the foreign market and a symmetric reduction in domestic and foreign
claims. Nor does it capture the demand-side effects, i.e. whether the reduction is due to
low demand for credit abroad or a change in banks’ lending preference. The home bias
index improves on these issues since the index is defined in such a way that the cross-border
asset share of a given investment portfolio is normalized by the corresponding share of the
foreign asset in the world portfolio. With this normalization process, the index can distinguish
between the case of a cut in foreign lending due to the lack of investment opportunities
abroad and that of a pure decrease in preference. Therefore, bank home bias can be intuitively
understood as a deviation from a neutral level of preference for foreign assets. The construction
of this concept thus boils down to: (i) specifying a benchmark portfolio consisting of foreign
and domestic asset holdings, and (ii) measuring how far the actual portfolio deviates from
this benchmark level. In the context of international financial markets, we follow the practice
of Coeurdacier and Rey (2013) and define the benchmark portfolio as a diversified portfolio
in the CAPM sense. It implies that the share of foreign asset holdings in this portfolio (i.e.
portfolio foreign share) equals the share of investment into foreign countries in the world’s total
investment (i.e. world portfolio foreign share).

Our computation of bank home bias is at the country level. The countries are indicated
by i € I. Denote by d; the domestic asset holdings of country i’s banks, and c¢; the cross-
border asset holdings. Suppose the home country is country i*. To compute the benchmark
portfolio for country i*, we first need to compute the total investment to countries that are
foreign to country i*, which equals Z;z;+d; + Ziz+(c; — ¢!’ ) + ¢;-. The first term denotes all
the other countries” domestic investments. The second term is all the other countries” cross-

border investment, net of the investment that goes to the country i*. Finally, the third term is
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the cross-border investment of the home country i*. The world’s total investment is given by

Yici(ci + d;). Based on this definition, the formula for bank home bias is given by:

C,-*

UB. =1 - portfolio foreign share of i* 1 o (3.2.1)
"~ 7 world portfolio foreign share of i* Sigitdit Bigr (ci—c ) e 32
Zi(ci+d;)

The index denotes a real measure which lies in the range [0,1]3, if all asset positions are
weakly positive. For a given world foreign share, the upper bound of unity is reached if
banks of country i do not engage in cross-border lending. The index is zero if the banks of

country i have a portfolio foreign share equal to the world foreign share.

3.2.2 Data and Variable

This section documents the construction of the bank home bias index, including data sources,

data processing, and variable definitions.

Construction of Domestic Lending. For domestic lending, we use the variables from IMF
International Financial Statistics (IFS) dataset. The entity that classify as bank in this data set
is Other Depository Corporations, and according to the newest (as of January 2020) International
Financial Statistics: Introductory Notes, the domestic assets consists of three components: Claims
on Central Bank, Claims on Central Government, and Claim on Other Sector. These three variables
are available for most countries. After obtaining these variables, we convert the value to US

dollar in order to have a consistent comparison across countries.

Construction of Foreign Lending. For foreign lending data, we turn to the Locational Bank-
ing Statistics (LBS) dataset from Bank for International Settlements. Two issues to be resolved
when using LBS dataset is first, defining the nationality of banks and second, classifying what
counts as foreign lending. In LBS, one can specify the parent country, the reporting country,
and the counterpart country. This gives rises to two possibility of identifying a country’s
banking sector: the bank that is owned by the shareholder of the nationality, and the banks
that currently resides in side the country. In practice, we go for the second definition. This is

because once one specify the parent country, the recipient country is only available as a total

3Note that the definition of home bias index allows for a range of (—oo,1]. It becomes negative if relative
cross-border lending is above the world’s foreign share. This is, however, rarely the case in our dataset. With the
exception of a few countries, the domestic investment share is always larger. Therefore, we restrict our analysis to
the case where home bias is larger than zero.
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sum instead of in country-wise form. Therefore, our classification of bank is location-oriented,
instead of nationality-oriented.

In terms of the definition of foreign lending, we cite the newest (as of July 2019) Reporting
guidelines for the BIS international banking statistics. According to this report, cross-border lending
includes the lending activities in which the two parties involved resides in different countries,
as opposed to local lending, in which borrower and lender are in the same country. Foreign
lending and Domestic Lending, on the other hand, are defined in a different manner. Foreign
lending refers to the lending in which the recipient is different from the nationality of the
lending bank. Consequently, cross-border lending and foreign lending overlaps to a large
degree, but there are certain differences when it comes to banks foreign branches.

In our research, the lending behavior we seek to capture is closer to the definition of
foreign lending. However, as stated previously, we are only able to define banks based on
location instead of nationality, due to data limitation. Thus we proceed to define our foreign
lending as the cross-border lending conducted by these banks resides in that country.

This is obviously only a proxy to the true foreign lending. Nevertheless, we think the dif-
ference will not sabotage our main conclusions. Comparing to the foreign lending definition
of BIS, our measure misclassify the lending to foreign countries done by a foreign branch as
domestic, and the lending to home countries by foreign branch as foreign. To put things into
perspective, if the French Bank BNP Paribas has a foreign branch in Germany, our measure
would classify its lending to Mercedes Benz as domestic, while its lending to Renault foreign.
However, as long as these two cancels out to some extent, our measure would still be fairly
close to the true foreign lending. Furthermore, since foreign branches usually consist of a
fairly small share of the banking sector, the extent to which this proxy may affect our results
is limited. Thus in this research, we use the word cross-border lending and foreign lending

interchangeably.

Construction. After obtaining domestic and foreign lending data from IFS and LBS, we
merge them to form a dataset with complete bank portfolios. The merged final dataset con-
tains 32 countries, which covers major developed countries and several developing countries.

Recall the definition of home bias:

4

Home Bias of Country i =1 — B/
i
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- Cross-border Claims of Country i
- Cross-border Claims of Country i + Domestic Claims of Country i’

and
b! B World Foreign Lending;

b2 World Total Lendin
i g

This measurement seeks to capture home bias as a deviation from a benchmark, measured
as the ratio between the foreign share of a country’s bank portfolio, A;, and the foreign share
of a benchmark world portfolio B; respective to country i. For example, if United State banks
investment 80% of their claims domestically (Ays = 1 —80% = 20%), it does not necessarily
reflect a high home bias: It might as well be the case that most of the world’s investment
opportunities occur in the US. It is the deviation that counts as bias. That’s why we need a
world benchmark to determine whether the bias exists.

Using this panel of countries as world, we compute the total amount of lending (both
domestic and foreign) as World Total Lending. The question is then to determine what counts
as World Foreign Lending. One might think that the most straightforward way to define it is
to sum the foreign lending of each country and use it as the total amount of foreign lending
in this world. However, we believe that this approach does not correctly achieve our goal.
One reason is that this measure would be the same to all countries. More importantly, it
measures de facto foreign lending, instead of what de jure foreign lending in an ideal world of
full diversification, given each countries demand for credit.

For this reason, we adopt the following country-specific measurement for World Foreign
Lending. For a given country i, we compute the total claims, both domestic and foreign, of all
the countries other than country i. This serves as a proxy for all the money invested to the
world excluding country i. It is a proxy because in order to obtain the exact number, we still
need to a) substract from it the amount the rest of the world invested to countries i (included
in the foreign lending of the other countries) and b) add to it the amount country i invested
to other countries (country i’s foreign lending). Since we do not have the liability side of
the investment, a) is not directly computable. However, a) and b) being two measurement
errors that go into opposite directions alleviates this measurement problem. Furthermore, if
a countries foreign investment equals the foreign investment it receives, these two term can
perfectly cancelled out.

In addition, we also look at several data on the potential factors that drive bank home bias,
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in particular uncertainty and banking sector characteristics. A more detailed explanation of

the data sources can be found in Appendix 3.8.1.

Equity Besides the banking sector, we also apply the definition of home bias to countries’
equity investment portfolios. The key data source used for equity is the Coordinated Portfolio
Investment Survey from the IMF, which documents the holdings of foreign equity investment
at the country level. Combined with data on domestic equity market capitalization obtained
from the World Bank, we construct an annual home bias indicator for equity in the same way

as bank home bias. The details of dataset construction can be found in Appendix 3.8.1.

Uncertainty Uncertainty is one of the key drivers for cross-border decisions that we want to
examine 4+ We adopt two measures from the literature to compute our uncertainty index. The
tirst one is the Economic Policy Uncertainty Index (EPU), a comprehensive index of uncer-
tainty based on news, tax code, and survey results developed by Baker et al. (2016). Although
this index is available for over a dozen of countries, to ensure that we have the maximum data
coverage, we also use the World Uncertainty Index (WUI) developed by Ahir et al. (2018). The
dataset provides country-level data every month for over one hundred countries. Using this
dataset, we can construct the domestic uncertainty index and foreign uncertainty index for

each country.

Banking sector characteristics The last set of data is on banking sector characteristics, in-
cluding banks’ balance sheet size and composition, profitability, and capital ratios. For the
United States, we obtain data from Federal Reserve Bank of New York’s Consolidated Financial
Statistics for the U.S. Commercial Banking Industry for an overview of the US banking sector.
For European Union countries, we obtain similar data from European Central Bank Statistical

Data Warehouse, in the dataset of Consolidated Banking data.

3.2.3 Stylized Facts

This section presents three main findings regarding country-level bank home bias. Additional

results can be found in Appendix 3.8.3.

4The concept of uncertainty is sometimes used interchangeably with risk, as both concepts usually refer to the
second-order moment of the stochastic distribution. In this research, we use the terminology uncertainty, as we
want to capture a general reflection of the degree to which economic agents are unsure of future economic and
policy outcomes, rather than the riskiness of the individual asset. The reason is that we want to capture the degree
to which investors are not sure about the realization of investment returns, which depends.
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Fact I: Bank home bias  To start with, we want to see the general trend of bank home bias.
The red line in Figure 3.1 displays the bank home bias for the United States and the black line
is the weighted world bank home bias. The most salient feature we observe is a V-shaped
trend. Before the Great Recession, US banks experienced a steady decrease in bank home
bias. After the crisis, however, the trend reversed and returns to the original level in the early
2000s. The weighted world average of bank home bias shows a similar trend. These variations
across time suggest that relative preferences for domestic lending are not constant, but rather

a state-dependent reflection of various underlying economic forces.

Fact II: Bank vs. equity home bias In addition, we want to check whether the bank home
bias exhibits patterns similar to capital home bias, in particular equity home bias. Using
annual data, we compute country-level equity home bias and compare the results with bank
home bias. Figure 3.2 displays the result. The details on the construction of equity home bias
can be found in Appendix 3.8.1, and a panel table of country-wise equity home bias can be
found in Appendix 3.8.1. From the figure, we see that weighted world bank home bias and
weighted world equity home bias have similar trends prior to the Great Recession. After the
recession, however, the trend continues for equity home bias but reverses for bank home bias.

The departure in the trends suggests that either bank home bias and equity home bias
react differently to the same shock, or there are factors that affect only the banking sector but
not equity. There are a few candidates. Firstly, major regulation reforms took place during
and after the recession. The new Basel III regulatory framework, which specifies stringent
capital requirements and liquidity requirements, could shift banks” attitudes toward cross-
border lending. Secondly, the unprecedented scale of quantitative easing after the crisis might
also cause bank investments and equity investments to move in different directions. While
equity investments benefit from the expansionary monetary policy due to the appreciation of
asset prices, bank investments, most of which are loans, are less liquid and often non-tradable.
Moreover, due to interest rate pass-through rigidity, they experience a loss in profit if the de-

posit rate is rigid.
Fact III: Bank home bias and uncertainty = We proceed to examine the driving forces of

bank home bias, of which the first one is uncertainty. As stated in the previous section, we

are interested in uncertainty as a measure of the overall investment environment. Therefore,
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instead of an asset-specific index like VIX, we use text-based measures, as bank assets consist
of assets of broad categories. Figure 3.3 displays the result of plotting the weighted average
world bank home bias against the weighted average Economic Policy Uncertainty (EPU) In-
dex. The EPU is weighted in the same way as bank home bias and is shown with 4 quarters
lag.

In the Figure, we see that the weighted bank home bias and the lagged weighted EPU
index exhibit very similar patterns, in terms of both general trends and short-run variations.
This indicates that uncertainty has strong predictive power of bank home bias, which is con-
sistent with the intuition as uncertainty itself is a forward-looking index. Therefore, a high
uncertainty level signals potential adjustment of the portfolios. Considering the maturity and
liquidity structure of banks’ portfolios, the adjustment is observed with a lag. In addition, we
notice that the uncertainty index also remains high after the end of the Great Recession, the
same as a prolonged period of high home bias. In Section ??, we further investigate the role of
uncertainty by decomposing it into domestic and foreign uncertainty and show that the latter

turns out to be the most important one.

3.3 Drivers of Bank Home Bias: SVAR Analysis

In this section, we investigate the ain candidates for the driving factors of bank home bias
variations, namely uncertainty and monetary policy, using the structural VAR (SVAR) ap-
proach. The goal is to provide causal evidence on the determinants of cross-border lending
preferences by examining the impulse responses of bank home bias to identified shocks. We
narrow our study to the case of the United States, for which we have rich data on banking
sector characteristics. The following section discusses the other countries using panel data

analysis.

3.3.1 Model Specification

The model is a standard vector autoregression model given by
ye=Ao+Aye1+- -+ Ay ptuw t=1,---T,

where y; is an k x 1 vector of endogenous variables, A; are k X k coefficient matrices at lag
i, and u; are reduced-form errors. We assume that u; = Se;, where ¢; is a vector containing

structural shocks. Since structural shocks are assumed to be independent and of unit variance,
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the identification boils down to pinpoint the matrix S, or a column of the matrix, so that we
can perform analysis on the reaction of bank home bias to the structural shock. Therefore,
the var-covar matrix of the residuals, X, is a matrix pinned down by £ = SS§’. Identifying

structural shock can thus be achieved by exploiting the information in X.

3.3.2 Data Description

The sample period is from 2001 Q4 to 2019 Q4, stopping before 2020 to exclude the pandemic.
The key variables in the model include bank home bias and the standard sets of macro vari-
ables: real GDP, Inflation, and monetary policy rate. Real GDP and Inflation are at a log
level. Since our sample includes a zero federal funds rate period, we take the Wu-Xia shadow
monetary policy rate developed by Wu and Xia (2016) as our monetary policy rate. Under
this specification, the variables are given by y; = {Real GDP, Inflation, Shadow Policy Rate, Bank
Home Bias}. Since our data is in quarterly frequency, we take four lags, i.e., p = 4.

In addition to this baseline specification, we add to the model Real Total Asset and Return
on Asset, which help capture the transmission channel of the monetary shock through banking
sector characteristics. This augmented set of the variable for the identification of monetary
policy shock would be y; = {Real GDP, Inflation, Shadow Policy Rate, Real Total Asset of Banks,
Return on Asset of Banks, Bank Home Bias}.

To identify uncertainty shocks, we add to the baseline specification two additional vari-
ables: domestic uncertainty and foreign uncertainty. The details on constructing domestic and
foreign uncertainty can be found in Appendix ??. The set of variables used for the identifica-
tion of uncertainty shock is thus given by y; = {Domestic Uncertainty, Foreign Uncertainty, Real
GDP, Inflation, Shadow Policy Rate, Bank Home Bias}.

3.3.3 Uncertainty Shock
Identification

To identify uncertainty shock, we also use two identification methods to cross-check its valid-
ity. For the first method, we go for the similar set up of Bloom (2009) and make short run
identification assumptions. Since this identification technique requires restricting the contem-
poraneous responses of variables, which might not be ideal for uncertainty indices as they
contain forward looking component, we also go for a second identification method, namely

the max share identification developed in Uhlig (2003).

157



3.3. DRIVERS OF BANK HOME BIAS: SVAR ANALYSIS

Short-run Identification The identification assumption for the first approach is as follows.
We assume that uncertainty shocks, due to its forward-looking nature, should instantaneously
affects on the other variables, whereas the other shocks such as monetary policy shocks would
not have a contemporaneous impact on uncertainty. This assumption requires that uncertainty
variables is ranked at the beginning of the vector of variables. The respective column defined

is obtained by doing Cholesky decomposition to the var-covariance matrix .

Max-share Identification The identification assumption for the second approach is differ-
ent from the first one in the sense that we do not put restrictions on the contemporaneous
response. The aim is to identify a shock that has the maximum explanatory power over the
forecast error variance decomposition. The shock identified is not independent from the other
shocks in the sense that it can be the combination of multiple underlying shocks, since the
only criterion is to identify the most influential shocks to uncertainty, or in our case, domestic
uncertainty and foreign uncertainty respectively.

The identification proceeds as follows. We seek to pin down one column vector s* from
the § matrix which explains as much as possible of the forecast error variance of foreign un-
certainty (respectively domestic uncertainty). However, instead of directly looping through all
feasible vector to look for s*, we obtain it indirectly by looking for a vector g of an orthonormal
matrix Q, which is essentially a rotation matrix. Note that any matrix S that satisfies & = SS’
can be represented as the multiplication of the Cholesky decomposition of X, denoted as S,
and an orthonormal matrix Q, i.e. S = SQ. The h step ahead forecast error of Y; can thus be

written as

h
Yern — Eo1yion = Y AiSQerini,
1=0

and the FEV share of variable i due to shock j at horizon F is given by

h 1Q! Al

1 A;;Sqq'S" A
Qi,j(h) = 21_2 il ; il

Zl:(] 4 xi,lz‘ul li,l

The identification goal is therefore to find a vector g that can explain the most of the FEV
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share of one shock up to k period,

max Z Q;j(h);i
Ly =
st. gg=1.

The optimal vector s* is then pinned down by multiplying g with matrix S, i.e. s* = Sg.

In our result, we specify the maximization problem to be over one period (one quarter),
and the results are robust to changing the maximization problem to longer periods. We apply
this method to domestic and foreign uncertainty and obtain domestic uncertainty shock and

foreign uncertainty shock respectively.

Results

We now proceed to the identification of uncertainty shocks. As we have discussed in previous
section, uncertainty in our dataset is not one but two variables, since we decompose it into
Domestic Uncertainty and Foreign Uncertainty. This decomposition allows us to pin down which
uncertainty accounts for the more variations of home bias. The baseline identification method
we use is short run identification method a la Bloom (2009), in which the uncertainty shock is
assumed to be the only shock that can affect all the other variables contemporaneously. This
assumption is consistent with the intuition, as uncertainty is a forward-looking variable that
captures agents” expectation of future events. The second method we use is the max share
identification a la Uhlig (2003). The idea is to identify uncertainty shock as the shock that
can maximally explain the forecast error variances of the uncertainty indicator variable over
certainty periods, so the identification method does no rely on particular assumption on the
contemporaneous responses. As will be seen from the results, the results yield by these two
identification methods do not differ by a large margin>.

As it can be seen from Figure 3.4, we find that foreign uncertainty shock is a strong driver
of bank home bias, inducing significant increase in bank home bias. The forecast error vari-
ance decomposition (FEVD) in Figure 3.5 shows that it explains up to half of the FEVD of bank
home bias. The results are robust to replacing macro variables by balance sheet variables in
the model. When applying the same identification method to domestic uncertainty shock,
however, the response of bank home bias is not significant, as shown in Figure 3.6. This asym-

metry responses to foreign and domestic uncertainty shock might be reconciled by the fact that

5More detailed explanation of the identification methods can be found in Appendix ??.
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domestic uncertainty shock induces both a substitution effect and a wealth effect effect. When
foreign uncertainty goes up relative to domestic uncertainty, banks shift their investment to
domestic market. However, when the domestic uncertainty is on a high level, presumably the
overall financial situation faced by the banks also deteriorates. Therefore, although the substi-
tution channel implies that more loans should be granted to foreign borrowers, the banks are

not able to do so as the loan generating ability of the bank is compromised.

Discussion

As a robustness check, we again replace the macro variables with balance sheet components
and check whether the home bias increase after foreign uncertainty shock is due to an increase
in safe asset holdings. Figure 3.10 shows that an increase in home bias after a foreign uncer-
tainty shock does not translate into an increase in Fed Funds and Reverse Repo holdings, and
that loan level does not drop in response. This confirms that home bias again is not a direct

reflection of asset category reshuffling, but rather a change in the preference for location.

3.3.4 Monetary Policy Shock
Identification

For monetary policy, we opt for two identification methods. The first one is the conventional
Christiano et al. (1999) method of short run identification method. The second one is the

proxy identification method introduced by Gertler and Karadi (2015).

Short-run Identification The first identification method relies on the recursive identification
assumption that monetary policy shock does not have contemporaneous effect on output and
inflation; or rather, monetary policy only responses contemporaneous to the shocks to these
two macroeconomic variables. By this identification assumption, it suffices to assume that S

is lower-triangular. It can thus be obtained by doing Cholesky decomposition to the matrix X.

Proxy Identification The assumption of short-run identification can be too restrictive, due
to the fact that the contemporaneous responses from output and inflation to monetary policy
might exist due to reasons such as the agents have forward-looking expectation regarding the
factors that drive the monetary policy changes. Therefore, we adopt a second identification

method, namely the proxy identification of monetary policy in Gertler and Karadi (2015).
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The proxy identification method assumes the existence of an instrument variable Z;, which
satisfies

E {Ztef/} =¢, E [Zte?/] =0

where €] is the structural shock of interest, and €/ are all the other structural shocks. As

shown by the equations, such an instrument variable can be used to identify the shock of
interest as it is not correlated with other shocks. The key is thus to obtain a reliable proxy for
monetary policy shock, and the authors argue that one ideal variable to serve this purpose is
the policy news shock identified at very high frequency. Intuitively, around a thirty-minute
window of Federal Reserve’s policy announcement in the regular meetings by Federal Open
Market Committee (FOMC), the responses of the various interest rates in the market should
capture the full impact of the monetary policy change, given the fact that no economic funda-
mental would vary in such a short window. Therefore, the unexpected changes in the interest
rates, in particular the fed funds future rates, captures the policy news shock. It serves as an
ideal proxy for monetary policy shocks as it is exogenous to the system but highly correlated
to the shock.

Since the data for proxy variables provided by Gertler and Karadi (2015) ends in the year
2012, we need access to a longer data period for high frequency data for the identification of
monetary policy in our sample. To this end, we use an extended sample of monetary policy
news shocks in Nakamura and Steinsson (2018), which contains the news shock obtained
from fed funds future. We compare this sample with that of Gertler and Karadi (2015) and
confirm that prior to 2012 the two data series are highly correlated, indicating that the same
identification assumption should be valid throughout our data sample from 2000 to 2012. Note
that in our sample, neither the short run identification method nor the proxy identification
method yield the conventional responses of a monetary policy shock, i.e. it suppress output
and inflation. This is due to the fact that our data sample contains a very special crisis period,
in which unprecedented monetary expansion policies were implemented to combat the crisis,
whereas monetary policy contraction is viewed as a strong signal for recovery. This is the
potential cause for the unconventional responses from the economic variable. Once we restrict

the sample to longer period pre-crisis, the results are the same as Gertler and Karadi (2015).

Results

We start with the identification of monetary policy shock. The baseline identification method

we use is the short run identification a la Christiano et al. (1999). As a robustness check, we
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also use the proxy identification method of monetary policy shock developed by Gertler and
Karadi (2015)°.

The results, as shown in Figure 3.14, suggest that monetary policy shock first increases
then suppresses bank home bias, implying that the impact of monetary policy on bank home
bias might involve multiple channels. Part of the decrease in bank home bias, as suggested by
the impulse response, might be due to an subsequent increase in bank profitability. The results
still hold if we add banking sector characteristics as well as balance sheet decomposition. The

forecast error variance decomposition and the robustness checks are given in Appendix ??.

Discussion

As a robustness check, we replace the total asset variable by different components of the
balance sheet. In particular, we want to study whether the initial increase in bank home bias
is just due to an increase in the holdings of safe asset, indicating a shift in risk preferences
rather than geographic preference. In Figure 3.16 in the appendix, we show the result of a
monetary policy shock with the total real asset being replaced by two subcategories, namely
Loans and Fed Funds and Reverse Repos. We see that the initial increase in bank home bias is not
accompanied by a corresponding increase in Fed Funds; rather, when home bias goes down,
the holding of Fed Funds goes up. On the contrary, Loans go up slightly on impact. These
results imply that there is indeed a shifting in preferences for domestic versus foreign loans,

rather that just a flight to safety.

3.4 Drivers of Bank Home Bias: Panel Analysis

This section generates the analysis on the drivers of bank home bias using US data to the
panel of countries we have in the dataset. The key factors of interest are still uncertainty and
monetary policy.

3.4.1 Home Bias and Uncertainty

To start with, we perform a panel regression analysis with the following specification

hb;; = o; + Buncertainty; , +  yX;; +  0Z;; e
~ —_— ~~— ~—
country fixed effect uncertainty index banking index  other controls

6More detailed explanation on the identification scheme can be found in Appendix ??.
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The dependent variable is the bank home bias. To test for Granger Predictability, we also
use bank home bias that leads one period ahead, hb;;. ;. The explanatory variable includes
uncertainty indices, which consist of a country-level uncertainty index and a world-average
uncertainty index. We add the world-average uncertainty because we want to use this vari-
able to proxy foreign uncertainty, which potentially matters more for home bias than domestic
uncertainty, as shown in the previous section. In addition to uncertainty, we control for bank-
ing sector characteristics captured by bank sizes and economic conditions captured by GDP,
inflation, and stock market index. Since our explanatory variable includes a term common to
all countries, the average world uncertainty, we add only the country-fixed effect and not the
time-fixed effect.

The results are shown in Table 3.2 and 3.2. As can be seen from the table, the average
world uncertainty index is positively correlated with bank home bias, and the coefficient is
significant in all specifications. On the contrary, domestic uncertainty is positively correlated
with home bias, but the effect becomes smaller and less significant with more controls. The
results are in line with the country-level analysis in the SVAR exercises. Note that the interac-
tion term of the two is always significant. That is, the impact of a higher foreign uncertainty
is attenuated by the presence of a higher domestic uncertainty, which is consistent with intu-
ition. The rest of the control variables are also in line with the expectation: A better economic
condition (as reflected by higher GDP and inflation) leads to higher home bias, and a stronger
financial sector (as reflected by larger bank sizes and higher share prices) decreases home bias.
As a next step, we plan to construct for each country their specific foreign uncertainty index

instead of using the average uncertainty for all countries.

3.4.2 Home Bias and Monetary Policy

To test for the effect of monetary policy, we adopt a similar specification as in the uncertainty

model, with an additional monetary policy index.

hb; ;1 = «; + Buncertainty, , + i ¢ + Xy +  0Ziy Heir.
—_— ~ S~~~ ~—~—~
uncertainty index monetary index  banking index  other controls

Since our sample periods span the post-crisis era, we need to collect proxy variables for
the monetary policy rates of all the countries that experienced the zero lower bound period.

As a preliminary test, we adopt one uniform monetary policy rate index for all countries: the
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shadow rate of the US monetary policy. In addition, we use an alternative uncertainty index,
the Economic Policy Uncertainty (EPU), when measuring the world uncertainty.

The results in Table 3.3 show that most of the findings align with the previous specification.
The new variable of interest, namely the US shadow rate, has a negative impact on bank home
bias. That is, when the interest rate goes up, banks tend to diversify more across countries.
In the country-level SVAR exercise, we show that the response can arise from the impact of
monetary policy rate increase on asset returns and bank profitability. In the next step, we will
incorporate country-specific shadow rates and examine the mechanisms of asset returns and

profitability in the panel regression.

3.5 Cyclicality of Home Bias

This section investigates the economic consequences of bank home bias variations by examin-
ing the cyclicality of banks” home bias patterns. That is the extent to which these investment
patterns vary with the economic cycle.

The relationship between economic performance and bank home bias can be complicated,
as it involves two opposite effects: the substitution effect and the wealth effect. For the substi-
tute effect, during economic expansions, banks tend to be more optimistic about the prospects
of their home economy and are, therefore, more likely to invest in domestic assets. As a re-
sult, bank home bias becomes higher during periods of economic expansion. On the other
hand, during economic contractions or recessions, banks become more risk-averse and tend to
reduce their exposure to domestic assets. Thus, bank home bias tends to be less pronounced
during periods of economic contraction. For the wealth effect, the mechanism works in the op-
posite direction. During economic booms, banks earn more profits and build up their capital
buffer, allowing them to perform riskier investments at a farther distance, thereby decreasing
banks” home bias. On the contrary, domestic banks face tightened liquidity environment and
high domestic uncertainty during the economic downturn, undermining their ability to lend
overseas.

Therefore, an alternative way to interpret the two effects is from the demand and supply
of credit. From the demand side of credit, domestic economic booms imply higher demand
for credit from domestic borrowers, which causes the banks to reallocate their investments.
From the supply side, a better economic situation expands banks’ credit supply, which can

extend to banks’ overseas lending and thereby decreases banks” home bias.
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The cyclically of bank home bias patterns has important implications for the stability of
financial markets and the overall economy. When banks invest a significant portion of their
assets in foreign markets, they can also become highly influential in the economic conditions
of the foreign country. This can lead to a situation where a downturn in the domestic economy
can severely impact the banking sector, causing it to decrease its foreign lending, which in turn
leads to a recession in foreign economies. Therefore, policymakers need to be aware of the
cyclical nature of bank home bias and take appropriate measures to mitigate its associated

risks.

3.5.1 Correlation between Cyclical Components

We start by extracting the cyclical component of the time series of interest, namely the country-
level bank home bias and GDP, and examine the correlation between the cyclical component.
Given that a time series can be decomposed into the sum of a cyclical component and a trend
component, Y s = Vit cyclical + Yi t trend, We follow the procedure below and perform the analysis

on sub-groups of the countries in our sample.

1. Apply bandpass filter B(pyin, Pmax) @ la Baxter-King to y; ;.

2. Obtain cyclical and trend component (Y; ¢ cycticat, Yit,trend)-
3. Compute percentage deviation from trend ¢; ; jor = %
it tren

4. Conduct steps 1.-3. for another time series to obtain ; ; j.,-

5. Compute correlation between (&; ;1 geo, Wi dev) for h € [h,...,0].

6. Construct weights w; and compute weighted correlation for regions.
We define the filtering frequencies as high frequency as B(6,32) and medium frequency as
B(32,80). The results are shown in Table 3.4.

3.5.2 Granger Predictability

We now run the Granger predictability test with the following econometric specification

hbi,t - [ + Yt +ﬁ1Agdpi¢_1 + ,Bdere—crisis,t + €t .

country fixed effect  time fixed effect
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where Agdpik1 is lagged GDP growth, and Bodprecrisist is @ dummy variable that takes on
the value of one before the Great Recession and zero afterwards. In this specification, we
use a purely backward-looking filter. This specification allows us to examine the Granger
predictability of GDP on bank home bias. With country-fixed effects, we control asset trade
costs. With time-fixed effects, control for hedging motives. The results are shown in Table 3.5.

From the table, the variable lagged GDP growth always positively impacts bank home
bias, which favors the demand side mechanism. Nevertheless, once we include the impact
of the crisis by incorporating the crisis dummy, we can see that the overall impact of GDP
growth becomes negative. The difference shows that prior to the crisis, higher GDP growth is
always associated with less bank home bias, implying that the supply-side mechanism works.
Comparing the pre- and post-crisis patterns, we can see that domestic economic growth no
longer boosts domestic banks” foreign lending. The results suggest a structural break in the
banking sector or the banks’” lending patterns, of which one potential reason is the low-interest
rate period after the recession.

Nevertheless, the Granger predictability test has limitations. First, the country i's GDP
growth may correlate with counterparty countries” GDP growth, i.e., a decrease in home bias
may reflect that the other country’s GDP is high. Second, the regression might inhabit reversed
causality. The variations in bank home bias, which drives the cross-border capital flows, can
also contribute to countries” GDP growth. To alleviate these issues, we also run fixed effect
regression on first differences, use real GDP growth, and check for the persistence of home

bias. The results are robust to these changes.

3.5.3 Dynamic Panel Model

To further examine the relationship between domestic economy and bank home bias, we run
a dynamic panel model of the following form

hbiy = i+ vt + hbip—1 + P1Agdp; ;1 +eir -

With the dynamic panel setup, we take into consideration the persistence in GDP growth rates
and bank home bias. The results are shown in Table 3.6. We can see that home bias exhibits
high persistence. Once we control for this persistence, the impact of lagged GDP growth on
bank home bias becomes negative, indicating that the wealth effect dominates the substitute

effect in banks’ investment decisions. However, once we control for the time-fixed effect, the
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impact of GDP growth becomes insignificant.

3.5.4 Panel VAR

In the previous analysis, we focused on the effect of GDP on the home bias. In order to study

the inverse relationship, we use a standard panel VAR model in Holtz-Eakin et al. (1988)

Yip = o + zi AlYip—1+ Bxiy + €t ,
where vy;; is a vector of endogenous variables and x;; a vector of exogenous variables. The
results are shown in Table 3.7.

From the table, we can see that the size and the sign of the coefficient of lagged GDP
growth on bank home bias are similar to that of the dynamic panel model, except that the
sign becomes weakly significant even for real GDP growth. For the other direction, i.e., the
impact of home bias on GDP, we see that home bias lag positively impacts GDP growth in
nominal and real terms. This is consistent with our intuition, as a higher home bias indicates
banks supply relatively more credit to domestic borrowers than foreign ones. It is associated
with higher GDP if more credit translates to higher investment, boosting economic growth.
The results confirm our hypothesis that the domestic economy can be dynamically affected by
banks’ international allocation of credit supply, and the domestic economy has international
spillover via global bank lending. In the case of a regional economy where the member coun-
tries” banking sector are closely connected, for instance, a monetary union, the consequences
are two-fold. On the one hand, a domestic economic boost can lead to a higher credit sup-
ply to foreign countries, fueling the region’s economic growth. On the other hand, when a
negative shock hits the country and experiences a recession, home bias increases. Rebalanc-
ing of banks’ portfolios serves as an automatic stabilizer for domestic countries. However,
it can exacerbate the situation in foreign countries and dampen the recovery speed for the
whole region if the response is reciprocal and other countries’” banks also pull from the home
country.

The limitation of this panel VAR model is straightforward. Although our sample includes
many countries, the model does not explore interdependence across countries. That is, how
foreign countries” GDP affects domestic bank home bias. In reality, this is likely the scenario.
For instance, the home bias of the capital-rich countries can directly impact the less developed

countries. When rich countries experience an economic downturn, forcing their banks to
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retreat from less developed countries, banks of these countries have to take similar action to
meet the gap between credit demand and supply in their domestic countries. As a next step,
we will put assumptions on the structure of the error terms of the panel VAR models to study

the interdependence across countries.

3.6 Conclusion

In this paper, we build a bank home index on a country level for over thirty countries, doc-
ument home bias variations for the past two decades, and provide empirical analyses of the
driving factors and their economic consequences. Our findings show that the home bias of
banks exhibits substantial variation across time. It is heavily affected by uncertainty in the
global environment and the monetary policy rate. Regarding the economic consequences,
our results show that bank home bias is highly counter-cyclical. While cyclicality means that
banks adjusting their portfolio allocation might be an automatic stabilizer for the domestic
economy, it can potentially lead to a prolonged period of recession for the regional economy
if all countries” banks respond by pulling off from foreign investment.

As a next step, we plan to establish further the links between banks” home bias and the
real economy and examine the impact of banks” portfolio adjustment on domestic and for-
eign economies. First, we will investigate the potential structural break caused by the Great
Recession and provide evidence of the lending preference of the banking sector changes after
the recession. Second, we will exploit the inter-connectedness between different countries’
home bias and GDP by imposing more structural on the residuals of the panel VAR to obtain
causal identification of the impact of bank home bias variations on both domestic and foreign

economies.
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Dependent variable

Home Bias t

(@ ()] (€)] (0)]

World Avg Uncertainty (ww WUI)  0.084"**  o.141*** 0.142*** 0.133"**
(0.026) (0.025) (0.026) (0.026)

Domestic Uncertainty (WUI) 0.034* 0.034* 0.041** 0.023
(0.019) (0.018) (0.018) (0.018)

In (total bank claims in usd) -0.036°*  -0.126""*  -0.141***
(0.003) (0.006) (0.006)

In (real gdp in usd) 0.121*** 0.159"**
(0.009) (0.010)
In (gdp deflator) 0.175** 0.270™**

(0.014) (0.016)

In (share prices) -0.042***
(0.004)
mean (ww WUI) xWUI -0.139* -0.154"*  -0.224""*  -0.187**

(0.078) (0.074) (0.075) (0.074)

Country FE Yes Yes Yes Yes
Time FE No No No No
Number Countries 28 28 25 24
Observations 1,668 1,668 1,532 1,475
R? 0.008 0.105 0.278 0.337
Note: *p<o.1; **p<o0.05; ***p<o.01

Table 3.1: Bank Home Bias and Uncertainty

Dependent variable

Home Bias (leading one period)

) ()] ) @

World Avg Uncertainty (ww WUI)  0.106™**  0.161°** 0.164** 0.152"**
(0.027) (0.026) (0.027) (0.027)

Domestic Uncertainty (WUI) 0.038** 0.038** 0.041** 0.021
(0.019) (0.018) (0.018) (0.018)

In (total bank claims in usd) -0.035"*  -0.117"*  -0.134™*
(0.003) (0.006) (0.006)

In (real gdp in usd) 0.109*** 0.150"**
(0.009) (0.010)

In (gdp deflator) 0.161°**  0.259**
(0.014) (0.016)

In (share prices) -0.043"**
(0.004)

mean (ww WUI) xWUI -0.158"* -0.177""  -0.222"" 077"

(0.079) (0.075) (0.077) (0.077)

Country FE Yes Yes Yes Yes
Time FE No No No No
Number Countries 28 28 25 24
Observations 1,640 1,640 1,509 1,453
R? 0.013 0.106 0.252 0.314
Note: *p<o.1; **p<o.05; **p<o.01

Table 3.2: Leading Bank Home Bias and Uncertainty
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Dependent variable:

Home Bias (leading one period)

@ ()]

In (total bank claims in usd) —0.124*** —0.125***
(0.006) (0.006)

World Avg Uncertainty (ww EPU) 0.0001*** 0.0002"**
(0.00002) (0.00003)

Domestic Uncertainty (WUI) —0.013** 0.034**
(0.006) (0.015)

In (real gdp in usd) 0.107*** 0.109***
(0.008) (0.008)

In (gdp deflator) 0.187*** 0.189***
(0.012) (0.012)

In (share prices) —0.00002 —0.00002
(0.00003) (0.00003)

shadow rate —0.004*** —0.004***
(0.001) (0.001)

mean_EPU x WUI —0.0003***

(0.0001)

Country FE Yes Yes

Time FE No No

Number Countries 25 25

Observations 1,677 1,677

R? 0.249 0.254

Note: *p<o.1; *p<o.05 **p<o.o1

Table 3.3: Bank Home Bias and Monetary Policy

179



3.7. FIGURES AND TABLES

Correlations weighted by region

p(gdpi—a, hb)  p(gdpi—s, hbr)  o(gdpi—a,hbr)  p(gdpi—1,hbr)  p(gdpr, hbe)

Asia -0.03 -0.09 -0.16 -0.21 -0.28
North EZ 0.24 0.21 0.03 -0.16 -0.25
South EZ -0.09 -0.08 -0.09 -0.08 0.00
North America 0.15 0.11 0.12 -0.02 -0.33
South America -0.20 -0.32 -0.24 0.02 0.27
World 0.10 0.06 -0.01 -0.12 -0.23

Table 3.4: Correlation of cyclical components of real gdp and bank home bias.

Dependent variable:

Home Bias
(1) (2) () (4)
gGDP Lag 0.449x * * 0.329%* 0.490% * * 0.325%
(0.154) (0.119) (0.154) (0.158)
gGDP Lag x Crisis —0.431%x —0.537% —0.540%x —0.659+x
(0.224) (0.281) (0.224) (0.278)
GDP Level —0.0005* —0.000% * *
(0.000) (0.000)
Country FE Yes Yes Yes Yes
Time FE No Yes No Yes
Number Countries 24 24 24 24
Observations 1,484 1,484 1,484 1,484
R? 0.006 0.004 0.017 0.035
Note: *p<o.1; **p<o.05;, **p<o.01

Table 3.5: Home bias in total bank assets and the business cycle.
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Dependent variable:

Home Bias
(1) ()
Home Bias Lag 0.957% * 0.959% *
(0.007) (0.008)
GDP Growth Lag —0.072x%x —0.058
(0.035) (0.038)
Country FE Yes Yes
Time FE No Yes
Number Countries 24 24
Observations 1,484 1,484
R? 0.918 0.917
Note: *p<o.1; **p<o.05; **p<o.01

Table 3.6: Home bias in total bank assets and the business cycle.

Dependent variable:

Nominal GDP Real GDP
Home Bias GDP Growth Home Bias GDP Growth

Home Bias Lag 0.959 * * 0.020% 0.958x% * x 0.020**

(0.007) (0.007) (0.008) (0.006)
GDP Growth Lag —0.070%x 0.162 * % —0.068x 0.042

(0.027) (0.026) (0.033) (0.026)
Country FE Yes Yes Yes Yes
Time FE Yes Yes Yes Yes
Number Countries 25 25 24 24
Observations 1,593 1,593 1,528 1,528
Note:

*p<0.05; **p<0.01;""*p<0.001

Table 3.7: Panel VAR estimation for nominal and real gdp growth.
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3.8 Appendix

3.8.1 Additional Data Source

Data for Equity Home Bias

Construction of cross-border investment. For cross-border investment, we use data from
Coordinated Portfolio Investment Survey (CPIS) dataset developed by IMFE. The dataset gives
detailed decomposition of each country’s foreign equity holding on a yearly basis, and one can
specify both the origin and destination of the investment. Therefore, we can directly compute

each countries” asset holding by specifying the recipient to be the rest of the world.

Construction of domestic investment. To compute the size of domestic investment, i.e.
domestic investors” holding of domestic equities, we proceed in three steps. Take country i
for example. First, we collect data on the stock market capitalization of country i, which is the
total size of its stock market. Second, we compute how much of country i’s equity is held by
foreign investors. This is done by aggregating over all the other countries” holding of country
i’s equity. Lastly, we obtain domestic investor’s holding of domestic equity as the difference
between the two.

The stock market capitalization data is obtained from the World Bank. Two data series
are used to construct this sample, namely Market capitalization of listed domestic companies (%
of GDP) and Stock Market Capitalization To GDP (%). The former stops at the year 2017, while
the latter have data up until 2019. However, the latter time series has missing value at the
beginning of the sample period. The values of these two series do not differ by a very large
amount. Therefore, for each country, we compare the data from these two sources and choose
the one with longer available periods to ensure largest possible coverage. We then multiply
this ratio with GDP data to obtain the final values.

Since the construction of home bias requires a clear definition of the world as a benchmark,

Construction of equity home bias. Recall that the construction of home bias requires a
clear definition of the world as the benchmark. In the case of equity home bias, after obtaining
data from World Bank and IMF and merging the datasets, we obtain a final dataset of 41
countries, which contains all the 32 countries in our bank home bias dataset except for three
countries: Bahamas, South Korea, and Russia. However, many of these countries contain long
period of missing values and might render the weighted average computation unreliable.

Therefore, we reduce this large sample to a smaller one in which all countries have complete
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data until 2018. The sample consists of 26 countries, and contains all the 32 countries in bank
home bias dataset except for 7 countries: Bahamas, Cyprus, Denmark, Finland, Italy, South
Korea, Netherlands, Russia, and Sweden. We refer to the former one as large sample, and the
latter as small sample. We use small sample for the computation of our equity home bias and
keep the large sample to check the robustness.
To obtain the equity home bias, again we need to compute
Home Bias of Country i =1 — gl
i
For A;, the computation is done by dividing total cross-border equity holding with the
sum of cross-border and domestic equity holding. For B;, the computation method is the

same as that of bank home bias.

Data for Uncertainty

World uncertainty index. The main dataset we use to capture uncertainty is the World
Uncertainty Index (WUI) developed by Ahir et al. (2018), an index based on word-counting
method and is available for many countries in the world. As one of our goal is to distinguish
domestic uncertainty from foreign uncertainty, the broad coverage of this measure proves to
be crucial for our research. We take the World Uncertainty Index measurement for country
i as the domestic uncertainty indicator. For foreign uncertainty, we construct it in two differ-
ent methods. The first method is to compute directly the weighted world average uncertainty
without country i as the foreign uncertainty for country i. The second method is to regress the
total weighted world average uncertainty on country i’s uncertainty and take the residual to
be the foreign uncertainty to country i. The latter methods by construction generates foreign
uncertainty that is uncorrelated to domestic uncertainty, while the former allows for correla-
tion between domestic and foreign uncertainty. For the U.S., foreign uncertainty pinned down
by the two methods are highly correlated. For smaller countries, these two measures might

differ by a larger margin.

Economic policy uncertainty index. Economic Policy Uncertainty (EPU) index, devel-
oped by Baker et al. (2016), is an index based on newspaper coverage frequency. The data
is available for less countries than World Uncertainty Index, so we keep it as our secondary

measure for domestic and world uncertainty.

Other uncertainty measurement. For the United States, we have more detailed available
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measurement of domestic uncertainty, including Jurado et al. (2015)’s uncertainty measure-

ment, and Berger et al. (2020)’s measurement of implied volatility.

3.8.2 Bank Home Bias Index
Illustration of the Index

In order to illustrate the bank home bias index, we use the subsequent two country example.
The pie chart in Figure 3.18 displays the composition of the total worldwide investment, where
investment into the domestic country A is colored in blue and that into the foreign country
B in yellow. Out of the total investment, the part financed by country A’s banks is the part
inside the inner circle. In other words, the size of the inner circle reflects the size of total assets
of country A’s banks. We can see that part of their investment goes into the domestic country
(the blue part), and the remainder goes into foreign country (the yellow part). The outer part
of the circle is the investment of county B’s bank, which also consists of investment into both

countries.

Country B’s bank assets

Country A’s bank assets Wl Investment to Country A
Investment to Country B

Figure 3.18: Illustration of Zero Home Bias based on Two Country Example.

Country B’s bank assets

Country A’s bank assets Wl Investment to Country A
Investment to Country B

Figure 3.19: Illustration of Unit Home Bias based on Two Country Example.

Had country A’s bank exhibited no home bias, the composition of bank asset portfolio
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should be the same as the world’s composition. This is exactly the case in Figure 3.18, as the
ratio between domestic investment and foreign investment inside the circle is exactly the same
as the composition of the world. However, if domestic banks have perfect home bias, their
assets could be completely invested into domestic country. As can be seen in Figure 3.19, the
inner circle now contains only the blue part, indicating that all of country A’s banks” assets
are domestic. Country B’s total bank assets, represented by the outer part of the circle, are still
divided into a blue and a yellow part, indicating that country B’s banks still diversify their
investments.
According to equation (3.2.1), home bias of country A is defined as

Af+Bd ’
Bi+Br+As+As

HBa=1—

where Ay denotes the investment into country A financed by country B’ banks (the blue part
in the inner circle in Figure 3.18), and A; by the domestic bank (the blue part in the inner
circle in Figure 3.18). Correspondingly, By is the investment to country B financed by country

A, and B, is financed by country B.”

Computation Results

See in next pages.

7Note that an alternative way to define the home bias index is based on comparing to what extent the domestic
investment share is too high in domestic country’s bank assets. The definition is given by

Ay
o A¢+Af
Bd+Bf+A,1+Af
The two measures can be linked by the relationship
HB, = 5 B
4= 15"

o Bi+A f . . . . . . . .
where S = BTB TATA; 18 the ratio of investment into the foreign country relative to the worldwide investment.

This dual index reflects the flip side of high bank home bias: foreign assets being underrepresented in domestic
bank’s asset portfolio implies that domestic banks have an overly large market share within the domestic country.
This can be seen by comparing Figure 3.18 and Figure 3.19, the latter of which shows that country A’s own
banking sector is the only creditor to country A’s investments. The consequences are twofold. First of all, a high
market share may lead to a higher market power. Here we treat the competition within the domestic banking
sector as constant, i.e. there are no bank mergers or new entrants, resulting in a different degree of interest rate
pass-through. Second of all, a high reliance on domestic banks over-proportionally exposes the country’s economy
to domestic banking sector risk. If the domestic banking sector experiences negative shocks, e.g. an exogenous
shock that destroys bank capital, the impact on the real economy could be substantially larger than in the case in
which there is low home bias.
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3.8.3 Empirical Facts

US Trends
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Figure 3.20: US Bank Home Bias and Return on Equity.
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Figure 3.21: US Bank Home Bias and Total Capital Ratio.
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Figure 3.22: US Bank Home Bias and Leverage Ratio.

Sub-group Trends

We classify the countries in our sample to the following sub-categories, such that WorLD =

EUROPE + AMERICA + AFRICA + AsIA + OTHERS.

NortH EUROZONE : Austria, Belgium, Finland, France, Germany, Ireland, Luxembourg, Netherlands.
SoutH EurozoNE : Cyprus, Greece, Italy, Portugal, Spain.

NorTH AMERICA : Canada, UnitedStates.

SouTH AMERICA : Brazil, Bahamas, Chile, Mexico, Panama.

AFRICA : SouthAfrica.

As1A : Indonesia, Japan, South Korea, Malaysia, Philippines

OtHERS : Australia, Russia, Turkey.
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Figure 3.23: Northern European home bias in total bank assets over time.
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Figure 3.24: Southern European home bias in total bank assets over time.
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Figure 3.25: Scandinavian home bias in total bank assets over time.

Distribution of Individual Home Bias

To further investigate the home bias against particular sub-groups of countries, let us define

the following variables:

¢ijt = cross-border assets of country i towards country j
d;; = domestic assets of country i
fi = foreign banking assets to country i

w; = worldwide banking assets

Home bias of country i at time ¢ is given by

Cit Cijt
C_;_td Ci,t+di,t§ Cit
CipTdit
hWw:,=1- -+ "+ -1 - - 7
v fit fir
wt wt

Conditional on domestic lending d;; the distribution of home bias is characterized by yx;;; =

~ Cit *

Y ' We perform this analysis for the four countries, and the results are shown in Figure

3.26.
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Figure 3.26: Home Bias distribution along the business cycle.
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Chapter 4

Uncertainty Shock(s)

Li Yu and Hussein Bidawi®

4.1 Introduction

Uncertainty, broadly defined as the second-order moment that reflects the accuracy of the
prediction of future events, has become an object of interest in recent economic studies and
policy-making circles, notably after the Great Recession and the COVID-19 pandemic era.
Nevertheless, pinpointing the effect of uncertainty through identifying exogenous uncertainty
shocks is notoriously tricky. They are often subject to two significant challenges: the dif-
ficulty in directly measuring the second-order moments and the forward-looking nature of
uncertainty. Literature has proposed various approaches to quantify uncertainty, including
survey-based, text-based (Baker et al., 2016; Ahir et al., 2018; Husted et al., 2020), and volatil-
ity or dispersion-based measurements.

One group of frequently used measurements is the volatility of financial assets, which
addresses the aforementioned challenges. First, volatility data is sufficiently rich in terms of
frequency and categories. Second, due to the active trading of the derivatives of these assets,
the implied volatility computed using forward-looking derivative prices contains considerable
information on the forward-looking component. Recent literature exploits this advantage of
financial asset volatilities to achieve better identification results of uncertainty shocks. Among

these studies, Berger et al. (2020) propose an identification scheme in structure vector auto-

We are deeply indebted to our advisor Patrick Feve for invaluable and continuous support. We would like to
thank the participants in the TSE macro workshop for useful feedback and comments. All errors are, of course,
our own.
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regression (SVAR) model employing both realized and implied volatilities of the equity. The
methods can separately identify the uncertainty shock that affects the future and a shock to

realized volatility, of which only the former is the, strictly speaking, uncertainty shock.
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Figure 4.1: Asset Return Volatility: Stock vs. Gold.

Notes: The solid line displays the realized volatility of the stock returns in the US, and the dashed line
the realized volatility of gold return volatility. Shaded regions denote the recession period.

This paper builds on the recent developments of uncertainty shock identification and takes
it one step further by asking the following questions: Do the volatilities of different financial
assets have the same informational content regarding the uncertainty about the future of the
economy? If not, what factors contribute to the heterogeneity in their economic impacts, and
what are the implications for understanding the link between macro and financial uncertainty?

Examining uncertainty shocks across multiple assets within a unified framework is of great
importance. Recent research on uncertainty shock identification often uses equity volatilities.
However, with a single asset, it is impossible to determine whether the uncertainty shock
identified is driven mainly by the information they contain regarding economic fundamentals
or asset-specific characteristics. For instance, as shown in Figure 4.1, the volatilities of stock
and gold returns exhibit correlated patterns but differ in scale and variations, which reflects
that significant asset-specific driving factors exist for volatility. In addition, Figure 4.22 and
Figure 4.23 in the Appendix 4.6.2 compare the volatility of stock return to that of oil and
foreign exchange, which also differ significantly. While stock and oil price volatilities both

reflect the degree to which the economy will undergo volatile periods, the oil price has a more
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direct impact on manufacturing industries, and stock captures mainly the outlooks of large
firms. Similarly, foreign exchange volatility presumably responds to the uncertainty of the
expectations of industries that rely heavily on import goods or foreign upstream firms. The
informational content of their volatilities can thus be vastly different and worth comparison.

Although the existing literature has explored uncertainty shocks using various assets, the
results are often vastly different and incomparable due to different identification schemes.
Cross-checking the responses to different uncertainty shocks also sheds light on the channels
through which uncertainty shock is transmitted through the economic system. This approach
is only possible if the shocks are identified using the same framework. The differences re-
vealed in asset volatilities expose these channels and emphasize the importance of studying
uncertainty shocks across multiple assets within a uniform framework.

Our contribution is thus two-fold. First, we provide novel evidence on the heterogene-
ity in responses of real economic variables to uncertainty shocks identified using different
assets. We show that in the period after the Great Recession, uncertainty shocks identified
using gold volatilities induced a substantially larger and more persistent real effect than stock
volatilities. In addition, by incorporating additional indices on non-fundamental variables,
we find that uncertainty shock can have an impact on the real economy by affecting the sen-
timent, such as consumer sentiment and investor risk appetite. Second, we sketch a simple
theoretical framework of consumption-based asset pricing with noisy information to illus-
trate the mechanism. We show that fundamental uncertainty, asset-specific uncertainty, and
non-fundamental factors such as prediction errors and risk-aversion variations can jointly con-
tribute to asset volatility variations, which can account for the heterogeneity in the uncertainty
shocks identified using different asset volatilities.

We start by documenting the statistical properties and stylized facts of first and second-
order moments of several asset prices: stocks, gold, oil, and the euro-dollar exchange rate. A
systematic exploration of the data would start by looking at the behavior of the correlation ma-
trix between returns, realized volatilities, and implied volatilities across the main assets. Our
main finding is that second-order moments, in specific implied volatility, are systematically
more correlated across assets than first moments. This contrasts with the behavior of returns
that are less correlated across assets. We interpret this as evidence that second-order moments
are more likely to have common drivers: aggregate uncertainty, investor sentiment, monetary
policy, and risk appetite, among others. Furthermore, the higher correlation of implied volatil-

ity highlights that agents” expectations about the future are more sensitive to common factors
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potentially related to them than to idiosyncratic and asset-specific shocks. Lastly, we gener-
alize the finding in Berger et al. (2020) of the high correlation between realized and implied
volatility of stock prices to other asset classes such as oil, gold, and the Euro-Dollar exchange
rate. Moreover, returns are often not correlated to either volatility, implied, or realized.

Based on these facts, our analysis of uncertainty shock starts by applying current identifi-
cation schemes of uncertainty shock in the existing literature to different types of volatilities.
To start with, we study the effects of using only one uncertainty measure on economic activity
in an otherwise standard structural VAR. Our measurement of choice is the Financial Uncer-
tainty Index, a measure of uncertainty based on the volatility of forecast errors developed by
Jurado et al. (2015). This index reflects the information from the financial market and thus
offers a convenient baseline for comparing uncertainty shock driven by asset volatilities. By
ordering it first in a Cholesky scheme, otherwise known as short-run restrictions identifica-
tion, in an SVAR model, we find that economic policy uncertainty shocks have strong and
short-lived effects on real economic activity, which align with previous studies in the litera-
ture (in particular, the seminal work of Bloom (2009)). Additionally, the shock generates a
decrease in indices that we label as indicators of sentiment, including both sentiment of in-
vestors, as captured by an increase in risk aversion measured by the Excess Bond Premium
Gilchrist and Zakraj$ek (2012), and the sentiments of consumers decrease in sentiment (a rise
in pessimism), as measured by the Index of Consumer Sentiment and Inflation Expectation
developed by the University of Michigan. This result points to a potentially neglected chan-
nel of transmission of uncertainty shocks: uncertainty can affect real economic activities by
changing the sentiments of both financial market participators and regular households; that is,
higher uncertainty might weigh in on people’s minds and negatively bias their perception of
the current economic condition. It is essential to answer: Do consumers and investors react to
uncertainty by considering it as second-order moments or waves of optimism and pessimism
(the animal spirits of Keynes)?

Furthermore, Berger et al. (2020) further argues that one must employ both realized and
implied volatility measure and impose restrictions to separate uncertainty news and impose
further restrictions to correctly identify uncertainty shocks, which by definition are about
the future, using insights from the news shocks literature. Contemporaneous variations in
volatility are excluded, as they do not pertain to the future. We investigate the validity of their
approach and find that the findings vary when we change the sample period and asset classes.

Uncertainty news shocks cause a persistent contraction in output and employment in our data
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from 2008 to 2019, which contradicts the findings of Berger et al. (2020). Interestingly, for stock
volatility, the uncertainty news shock is accompanied by an increase in the policy rate. In the
meantime, uncertainty shocks generated by different financial assets also trigger changes in
sentiment-related variables, although the responses vary across assets and sentiment indices.
We find that stock uncertainty shocks generate large responses from investors on impact,
measured by Excess Bond Premium, whereas gold uncertainty shocks have a more substantial
and persistent effect on consumer sentiment, captured by the Consumer Sentiment Index.

The results point to the mixing of the aggregate and asset-specific uncertainty and the dif-
ficulty distinguishing between uncertainty shock from contamination of other factors. Since
a shock to the accuracy of the agent’s expectations could come from an increase in the objec-
tive uncertainty of the outcome of interest (an increase in the standard deviation of the GDP
of economic or financial fundamentals) or an increase in the perceived or subjective uncer-
tainty of the fundamental by the agent, an exogenous change to agent’s risk aversion or risk
tolerance is also a second order moment shock that would affect volatility today and expec-
tations about future volatility. Moreover, a generalized sentiment of optimism or pessimism
would generate both a change in returns and the accuracy of expectations about the future,
which suggests potential contamination between second-order uncertainty and first-order ex-
pectation adjustments that complicate the life of the econometrician when identifying these
different shocks. Furthermore, big crises often come with large swings in many objects of
interest. As witnessed in the recent COVID-19 pandemic (and similarly in the Global Finan-
cial Crisis), these big shocks result in significant increases in volatility, realized and implied
sentiment (pessimism), and risk aversion. The link between such shocks intimately linked to
uncertainty, real economic activity, and the role of expectations about the future becomes a
tricky question to answer empirically.

As a first step to tackle this problem, we sketch a clear and concise analytical framework
of asset pricing under noisy information. The framework reveals that asset-volatilities are a
reflection of both asset-specific uncertainty and the fundamental uncertainty of the economy.
Additionally, given that the agents can make prediction errors when forming their expecta-
tions, the volatilities of assets generated by the model contain the stochastic variances of the
non-fundamental factors, which speaks to the sentiment-related variables such as consumer
sentiments and investors’ risk appetite in the empirical findings. Utilizing this framework, we
can delve deeper into the mechanism behind asset volatilities and their impact on economic

outcomes. It allows us to gain valuable insights into the relationship between market volatil-
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ity, investor behavior, and economic conditions. Through this lens, we can identify potential
connections between second-order moments, first-order expectation changes, and behavioral
factors, and bridge the gap between empirical and theoretical studies of uncertainty and sen-
timent. As a next step, we plan to simulate the model and pin down the parameters that
govern the composition of asset volatilities by comparing the simulation results to our empir-

ical findings.

Literature Our paper mainly relates to three fields of literature: The impact of uncertainty
on the real economy, SVAR identification of uncertainty shocks, and the relationship between
uncertainty and volatility.

To start with, our work adds to the burgeoning literature on quantifying the impact of
uncertainty shocks on macroeconomics. The problem includes two sub-tasks. First, one needs
proper measurements or proxy variables that can capture, to some extent, the second-order
moment that is uncertainty®. Second, making causal statements on the impact of uncertainty
on the economy requires credible identification of exogenous uncertainty shocks. While most
works confirm that uncertainty shocks have a negative effect on output. (Bloom (2009), Basu
and Bundick (2017), Bloom et al. (2018)).3

Second, our work contributes to the identification of uncertainty shock under the SVAR
framework. SVAR models with different identification approaches have been proposed to
identify exogenous uncertainty shocks, including short-run identification (Bloom (2009), Ju-
rado et al. (2015)), sign restriction (Caldara et al. (2016)), proxy VAR (Gazzani and Vicondoa
(2020)), the methodology elaborated to identify news shock (Berger et al. (2020)).# While oth-
ers, notably, Berger et al. (2020) argue that a distinction needs to be made between current
volatility, which measures how large the shocks that just occurred, from uncertainty, which
is the expected magnitude of future shocks by agents. When doing so, they find that shocks
to future uncertainty that are orthogonal to realize volatility do not cause a contraction in
output. While we follow the identification strategy of BDG and expand it to other assets, we

find opposite results: shocks to uncertainty cause a persistent dip in real economic activity

2For more introduction on the measurements of uncertainty, see Appendix 4.6.1 for a brief review.

3See also Leduc and Liu (2016), Fernandez-Villaverde et al. (2015), Born and Pfeifer (2014), Biljanovska et al.
(2021).

4More recent papers use statistic driven identification methods instead for example by departing from Gaus-
sianity: Lanne et al. (2017) use MLE and student-t distribution, Alessandri et al. (2020)use Independent Component
Analysis, Lanne and Luoto (2021)use GMM and Co-kurtosis. Others use high-frequency data and heteroskedas-
ticity such as Gazzani and Vicondoa (2020) or sign restriction identification on information shock from monetary
policy announcements (Jarociriski and Karadi (2020)).
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and employment. This result is in line with the earlier studies.

Lastly, our paper contributes to the literature on the relationship between asset volatility,
macro uncertainty, and higher-order beliefs. Following Hassan and Mertens (2017), Miao et al.
(2021) provides a theoretical framework of production-based asset pricing with endogenous
SDFs and prediction error, showing that with the presence of common forecast error, stock
volatility increases sharply with TFP volatility. Our results provide empirical evidence on the
link between volatilities and non-fundamental factors, proxied by sentiment or risk-taking ap-

petite.

Layout The rest of the paper is structured as follows. Section 4.2 introduces the current
identification schemes of uncertainty shocks, tests the method using different asset classes,
and proposes methods to improve the identification schemes. Section 4.3 sketches a theoretical

framework to rationalize the empirical findings. Finally, Section 4.4 concludes.

4.2 Empirical Analysis

4.2.1 Framework

To elucidate the concepts, we start with the basic framework of asset pricing

P — Ef [Ys>¢ MsDs| Upsq
= M,

where M; is the pricing kernel and D; the dividend stream?. Using the consumption-based
asset pricing model, we express the pricing kernel as M;;1 = B (%) _%, where C; are the
consumption. U; denotes the stochastic variable that drives aggregate fluctuations®, and 7; is
the risk-aversion.

From this general framework, we can already see that the volatility of asset prices, or re-

turns, can be attributed to several stochastic components: Dividend process D;, pricing kernel

5 Admittedly, assets such as gold, oil, or foreign exchange do not pay dividends. Therefore, the dividend here
is to be understood as the benefits of holding these assets, as opposed to a strict pecuniary dividend. For instance,
the benefits of holding oil and foreign exchange can be future profits from production or transaction using these
assets. The dividend obtained from holding gold could be the benefit of hedging against inflation. Therefore,
developments in specific markets, such as oil production cuts, could affect the benefits of holding that particular
asset.

6Candidates for the stochastic variable that drives aggregate fluctuation, Uy, include the rare disaster that drives
the consumption growth away from its normal time growth rates (Gabaix, 2008, 2012), and the error agents makes
when forming their expectations (Hassan and Mertens, 2017). Effectively, the term can denote anything that is not
fundamental but affects consumption decisions or utility flows.
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or stochastic discount factor M; determined by aggregate fundamentals, and non-fundamental
factors, such as common prediction error, captured by U;, and time-varying risk-aversion
(or risk-appetite), captured by <;. For simplicity, we refer to these non-fundamental factors
broadly as sentiment-related variables, or sentiments. Consequently, the impacts of uncertainty
shocks on the real economy naturally differ when we use different asset classes for identifica-
tion, as the asset volatilities reflect different degrees of variations in these three components.
We empirically examine the differences in the uncertainty shocks identified from these per-

spectives in the following sections.

4.2.2 Data and Variable
Uncertainty

This section introduces the uncertainty measurements used in the empirical analysis”.

Asset Volatilities The key measurements of interest are the realized and implied volatilities
of the financial assets, which are the key to identifying the uncertainty shock. Define s; as
the log of an asset’s price, for example, a stock market index. The one-period log return r; is
defined as follows:

Ty =St — Sp_1 (4.2.1)

Following Berger et al. (2020), we define the realized volatility RV; of an asset class as the sum

of squares of daily returns over a rolling window of size T that ends at day t%:

t
RVi= Y 77 (4.2.2)

i=t—T
The implied volatility, on the contrary, is a forward-looking index in the sense that it reflects the
uncertainty about future returns, measured as the conditional variance Var[s;,1]. If periods
are sufficiently short and returns are unpredictable such that E;r;1 ~ 0, the implied volatility
can be defined as the expectation of future squared daily returns over a window of size T
starting at day t:

BET
IVy = Vari[si1| = E; [E r]2] (4.2.3)
j=t

7For a more detailed description of different approaches to uncertainty measurements, see Appendix 4.6.1.
8In the benchmark setup, we set the window size to a calendar month, and include trading days of this window
for the calculation of daily returns and realized volatility.
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Thus, implied volatility of an asset class is closely linked to realized volatility but contains

different information, as the former is the expected value from the latter:

t+T

) RV

=

IV = E; (4.2.4)

The above expression indicates that the conditional variance as an asset price on some future
date is the expected total variance of returns over that period. As such, an uncertainty shock
alters expected future volatility, which differs from a shock to current squared returns. Uncer-
tainty is a concept that relates to the future and not realized and current volatility. Realized
volatility might correlate with the expectation of future volatility, as stressed by Berger et al.
(2020). However, they are not the same object, which justifies why they try to identify shocks
to implied that are orthogonal to shocks to realized volatility.

Since our goal is to analyze how different financial assets” volatilities differ regarding their
information content of uncertainty, we select four asset classes: Stock, gold, oil, and Euro-
dollar foreign exchange. The realized volatilities are computed directly from the asset prices,
and their implied volatilities are readily available from the Chicago Board Options Exchange?.
The details of the variables used are summarised in Table 4.3. As an overview of the general
feature of these volatilities, we start by examining their patterns across time. Specifically, we
document the statistical properties of the different asset classes by computing the realized
volatility levels of each asset class over three sub-samples: pre-Global Financial Crisis (GFC),
post-GFC, and during the COVID-19 pandemic, as shown in Table 4.1. We then compare it
to the average implied volatility over the same sub-sample for which the data is available, as
shown in Table 4.2. Additional descriptive statistics of the financial asset volatilities can be
found in Appendix 4.6.2.

We highlight three key features of the observations. First, realized volatilities show some
time variation: realized volatilities of stocks and gold substantially increased pre and post-
2008 Global Financial Crisis, with realized volatility of stocks and oil prices overshooting
during the COVID-19 pandemic by multiples of their pre-pandemic levels. Second, implied
volatilities of the different asset classes do not vary substantially over time and are remarkably
stable across the different sub-samples. The fact that one is time-varying while the other is not
confirms the hypothesis that implied and realized volatilities have different drivers, consistent

with implied volatility having more forward-looking information at the time of the observa-

9See Appendix 4.6.1 for more description
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Pre-GFC Post-GFC COVID
1983-2008 2008-2020 2020-2021

Stock 24.06 31.96 100.31
Gold 19.21 26.36 26.24
Euro-Dollar 6.81 7.43 4.02

Oil 127.92 116.25 818.20

Table 4.1: Volatility Levels (Realized).

Notes: The realized volatilities of each of our asset classes (Stocks, Gold, Euro-Dollar exchange rate and
oil) over three-sub-samples: pre Global Financial Crisis (GFC), post GFC and during the COVID-19
pandemic

Pre-GFC  Post-GFC COVID
1983-2008 2008-2020 2020-2021

Stock 19.03 19.37 20.21

Gold 18.93 19.17
Euro-Dollar 10.46 10.22
Oil 36.33 38.55

Table 4.2: Volatility Levels (Implied).

Notes: The average implied volatilities of each of our asset classes (Stocks, Gold, Euro-Dollar exchange
rate and oil) over three-sub-samples: pre Global Financial Crisis (GFC), post GFC and during the
COVID-19 pandemic.

tion. Lastly, while realized and implied volatilities are generally highly correlated within asset
classes, implied volatility has a much higher correlation across assets than realized volatility,
as shown in Table 4.4 to 4.9 in Appendix 4.6.2. The difference indicates implied volatilities
share more comment components, whereas realized volatility is more subject to asset-specific
factors.

We perform principal component analysis to pinpoint the correlation across asset volatil-
ities further. The results are summarized in Table 4.10. The table clearly shows that both
implied and realized the four different assets have common components. 63% of the total
variance of realized volatility could be explained by one component, while 75% of the total
variance of implied volatility is explained by one component. The fact that implied volatil-
ity, our measure of uncertainty because of its forward-looking nature, has a larger common
component than realized volatility again indicates that ex-ante expectations of investors about

future prices of different asset classes are more driven by common factors.

Alternative Measurements As a comparison to asset volatility, we use alternative measure-
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ments for uncertainty developed by Jurado et al. (2015). The paper proposes economet-
ric methods that measure uncertainty using a variety of observations on macro and finan-
cial volatilities. The approach is to construct individual uncertainties based on the condi-
tional volatility of forecast error and then construct general uncertainty indicators using the
weighted average of individual uncertainty indices. Therefore, the measurement approach
of Jurado et al. (2015) has similar informational content to the concept of implied volatilities.
Based on this approach, the paper provides three sets of uncertainty indicators: macro, finan-
cial, and real. Since our analysis focus on uncertainty associated with asset volatilities, we use

the financial uncertainty index as the main indicator. Ludvigson et al. (2021).

Sentiment

As shown in the analytical framework, several non-fundamental factors, including common
prediction errors and time-varying risk-aversion, can contribute to the volatilities. Therefore,
we use the following sets of variables to capture these factors, which we broadly label as

sentiment-related variables.

Consumer sentiment Following the common practice of the literature, we start with the In-
dex of Consumer Sentiment (ICS). *° The ICS is obtained from a survey of consumers. The index
is an economic indicator that measures the subjective optimism of consumers about their own
finances and the state of the economy more generally. A higher value of the index indicates
that consumers are feeling more optimistic. In addition, we also use the Inflation Expectation
(MICH) as a more direct measurement that captures the first-order expectation variations of
the households.

Investor sentiment We use two indicators to capture bond and equity market sentiment,
respectively. For the bond market, we use Excess Bond Premium (EBP). a measure of credit
spreads the net of an estimate of default risk. The measure is frequently used to gauge in-

vestor sentiment or risk appetite in the corporate bond market."* The methodology is derived

1othe University of Michigan, University of Michigan: Consumer Sentiment (UMCSENT), retrieved from FRED,
Federal Reserve Bank of St. Louis; https:/ /fred.stlouisfed.org/series/UMCSENT, August 20, 2022.

"For a full description, the reader is referred to Gilchrist et al. (2016): "Gilchrist and Zakrajsek (2012) (GZ here-
after) introduce a corporate bond credit spread with a high information content for economic activity that is built
from the bottom up, using secondary market prices of senior unsecured bonds issued by a large representative
sample of U.S. non-financial firms. To avoid duration mismatch issues, which can contaminate the information
content of credit-risk indicators, yield spreads for each underlying corporate security are derived from a synthetic
risk-free security that exactly mimics the cash flows of that bond."
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in Gilchrist and ZakrajSek (2012), and the data is obtained from the website of the Federal
Reserve.” For the equity market, we use Cboe SKEW Index (SKEW), which estimates the
skewness of S&P 500 returns at the end of a 30-day horizon. The index is calculated based
on the implied volatility of out-of-the-money S&P 500 options and is designed to measure
the perceived tail risk of extreme negative market events. The index is constructed so that a
higher value indicates an increased perception of tail risk, i.e., the perceived risk of extreme
negative events in the market, which is also interpreted as increased risk aversion (or less risk

appetite) among investors.

Real Variables

To measure the responses of the real economy, we use the following variables: Output, unem-
ployment, inflation, and monetary policy rates. Detailed descriptions of the variables can be

found in Table 4.12 in Appendix 4.6.3.

4.2.3 Empirical Specification

In this section, we use two identification schemes in the SVAR models for the empirical ap-

proach, which we refer to as the benchmark approach and the approach in Berger et al. (2020).

Vector Auto-Regression Model

In order to identify uncertainty shocks and estimate their effects on macroeconomic outcomes,

we estimate VAR models of the following form

yi=Ao+Ay a1+ -+ Ay ptu t=1,--.T
(4.2.5)
ye = Ao+ A(L)y: + us
where y; is an k x 1 vector of endogenous variables to be specified in the next sections, Ag
is a vector of constants, A; are k x k coefficient matrices at lag i, and u; are reduced-form
errors. Alternatively, we can rewrite the model using the lag operator L and the matrix of lag

polynomials, A(L). Under the usual invertibitlity assumptions, we obtain the moving average

?We obtained the latest available data as a comma-separated values (CSV) file at the permanent URL
https:/ /www.federalreserve.gov/econres/notes/feds-notes/ebp_csv.
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(MA) representation of Equation 4.2.5 in Equation 4.2.6

v =(I— A1) 1Ag + B(L)u;

where B(L) = iB]’U =(I- A(L))—l (4.2.6)
j=0

The model can be estimated by standard ordinary least squares (OLS). To identify the struc-
tural shock, however, we need to pin down further the relationship between reduced-form
innovations and structural shocks. Define €; as the vector of the orthogonal structural shocks
with unit variances. We assume that the relationship between the structural shock and the
reduced-form innovations is given by u; = Se;. Therefore, to recover the structural shock
from the reduced-form error, we need additional assumptions to pin down one or several
columns of matrix S that correspond to the shock that we are interested in, which, in our
case, is the uncertainty shock.

The endogenous variable, y; consists of three components in the following order: Un-
certainty component, macro component, and sentiment component. For the macro com-
ponent, we use two sets of specifications. The first one is the standard specification, i.e.,
yracro = {output, inflation, monetary policy}. In the second specification, we define the
macro component to be the same as the specification of Berger et al. (2020), i.e., y"*° =
{monetary policy, unemployment, output}, as a comparison. Sentiment components include
the consumer, bond investor, and stock market investor sentiment described in the previous
section. The uncertainty component includes the variables used for the identification of uncer-

tainty shock. The following two sections present two identification methods in the literature.

Benchmark Identification

In the benchmark setup, we use one variable as the single measure of uncertainty used in
the model. Thus, in this exercise, the vector y; includes three standard endogenous variables:
output, inflation, monetary policy rate, and one uncertainty index.

We identify uncertainty shocks by imposing short-run restrictions on the system of en-
dogenous variables of the VAR. The critical assumption we impose is that the innovation in
the uncertainty index is exogenous to the system and affects all the other endogenous vari-
ables contemporaneously. In contrast, the innovations to the other variables do not impact the
contemporaneous uncertainty index. Under this assumption, identifying exogenous uncer-

tainty shock is equivalent to obtaining the first column of the matrix &, and this can be easily
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achieved by performing Cholesky decomposition on the variance-covariance matrix () of the
estimated reduced form errors u;. This yields a triangular matrix S and the first column thus
pins down the structural shocks €;:

0O=8xS8 (4.2.7)

The impulse response function (IRF) of the endogenous variables to the uncertainty shock

identified is thus given by
IE[yejlet, yi1]
oe}!

=B;S(;,1) (4.2.8)

where €}' denotes the period t innovation to the uncertainty index, S(:,1) denotes the first
column of S, and B; is the MA representation coefficients.

The benchmark approach identifies the uncertainty shock using one single measure of
uncertainty. However, as discussed in the introduction, this approach falls short in separating
the uncertainty surprises in the current period from that about future events. The latter is
believed to be the true uncertainty, while the former merely reflects the volatility or dispersion

that has already been observed.

BDG Identification

Since uncertainty is, strictly speaking, about the future, the shock itself should be an exoge-
nous change to beliefs about future events, which is essentially a news shock. Studies on the
TFP news shock (Barsky and Sims, 2011; Kurmann and Sims, 2021) show that news shocks
can be identified by using forward-looking information variables to generate shocks that are
orthogonal to the innovation in current period variables. Therefore, to correctly identify un-
certainty shock as a news shock, Berger et al. (2020) propose to utilize two types of asset
volatilities that are closely related but contain different amounts of forward-looking informa-
tion, i.e., realized and implied volatilities. Such a pair of variables allow for the separation of
a shock to future and current uncertainty'3.

Following these practices of news shock identification, Berger et al. (2020) includes in the
vector y; realized stock volatility, implied stock volatility, and economic variables, proposes

the following identification method for uncertainty shock in three steps.

S1. Impose short-run identification to obtain S using Cholesky decomposition.

13Strictly speaking, only the first shock ought to be classified as a true uncertainty shock. We follow the termi-
nology in Berger et al. (2020) and refer to the first shock as uncertainty news shock and the second as realized
volatility (RV) shock
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S2. Multiply the Cholesky matrix S by the sum of the first rows of the MA coefficient
matrices B; up to lag n and a selection vector e; with one in the first place and zeros

elsewhere. Denote the resulting vector as 7, i.e., v = (el 2]7‘1:1 Bj> Sey.

S3. Setting the first entry of the vector 7 to zero and then normalizing the vector yields a

vector *, which pins down the uncertainty news shock.

The result of this identification scheme is two-fold. First, the model identifies a surprise
shock to realized volatility, pinned down by the first column of the Cholesky matrix S. Since
realized volatility is ordered at first, this shock has a contemporaneous impact on implied
volatility, and the other variables in the VAR system'+. Second, following Steps 2 and 3, the
model constructs the key shock of interest, referred to as uncertainty news shock, as a linear
combination of shocks. By definition, this linear combination of shocks can account for the
expected sum of the n-step residual innovation in expectations of future volatility, denoted
as E; 2?21 RViyj— Eiq 2;7:1 RV;;. In the meantime, the shock is designed to be orthogonal to
the innovation to the realized volatility, RV; — E;_1RV;">. As a result, this specification allows
realized volatility to impact uncertainty in the future; that is, the model allows for certain
degrees of GARCH effect.'®
The IRF of the shock constructed is thus defined as:

OE [y jlef", RVi, yi-1]
oej*

= B;Sv” (4.2.9)

where €}'* is the uncertainty news shock constructed, which is orthogonal to current period

innovations on the uncertainty indicator, in this case, the realized volatility RV;.

Discussion of assumptions The identification method proposed by Berger et al. (2020) im-
proves the benchmark identification by separately identifying the genuine uncertainty shock

as a news shock. Compared with other news shock identification schemes, such as the one

4 Berger et al. (2020) acknowledge that they do not view the realized volatility shock as a structural shock since
volatility on the stock market is driven by many different underlying shocks. One of these shocks could be the
implied volatility shock, their main object of interest, which questions their identification scheme’s validity. Since
implied and realized volatility is very correlated, by ordering realized volatility first, we worry that the residual of
implied volatility might not have enough variation to generate effects on the other variable in the system, including
real activity, which might explain their puzzling results.

'5The assumption of this approach excludes the transmission channel that an increase in uncertainty about
the future, which manifests itself as an implied volatility shock, would lead to an increase in realized volatility
today; the current identification scheme does not attribute it to the identified uncertainty news shock, but to the
exogenous (and non-structural) shock to realized volatility.

16"[when] high volatility today predicts high volatility in the future."
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in Barsky and Sims (2011), the BDG method does not define the uncertainty news shock as a
shock that maximizes the forecast error variance of the targeted variable (realized volatility)
but only pin down a linear combination of shocks that captures or generates changes in expec-
tations of realized volatility over a specific horizon. In this sense, the uncertainty news shock
identified in Berger et al. (2020) is not a news shock in the sense that it does not necessarily
lead to significant shifts in future realized volatility but only shifts in people’s prediction of
future realized volatility based on current information.

In addition, Berger et al. (2020) further restricts the coefficient of the other variables” lags
in the RV and IV equation is restricted to zero. They argue that this reduces the risk of
overfitting. In other words, RV is assumed to be an AR(p) process, while IV is assumed to
be a VAR(p) of RV and IV. We check the validity of this assumption across different assets
in different periods. We find that for stock prices, the assumption is strongly rejected for the
period before but not after the crisis. The difference suggests that in the post-crisis era, the
stock market’s performance is largely unhinged from the economic fundamentals . Applying
the same test to gold and Euro-dollar, the assumption is strongly rejected in the post-crisis
period. Therefore, we use the restricted model for stock volatility and the unrestricted model
for gold and Euro-dollar'”.

Lastly, we compare the uncertainty news shock defined in this procedure and the implied
volatility shock defined as the second column of the Cholesky matrix S. We see that in the
case of the restricted model, the BDG identification of uncertainty news shock is equivalent to

the second shock of short-run identification.

4.2.4 Results

This section reports the results of the empirical exercises using the aforementioned identifi-
cation methods. All VAR models below use four lags, with monthly data from 2008 to 2020,
the period between the Great Recession and the Covid pandemic. As stated in the previ-
ous section, we use two sets of macro variables, following the conventional setup and the
setup of Berger et al. (2020). We highlight three main findings: Improvements in identification

methods, comparison across assets, and relationship with sentiment-related variables.

7See Appendix 4.6.3 for more details on the exogeneity text.
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Comparison of Identification Methods

We start by comparing the identification results using the short-run method with a single
uncertainty proxy and the methods of Berger et al. (2020), which employs both realized and
implied volatility of one asset.

For the short-run identification, we use the Financial Uncertainty Index from Jurado et al.
(2015) as the single uncertainty proxy as the benchmark since we want to compare the re-
sults with uncertainty shock identified using asset volatilities. Macro Uncertainty Index as a
comparison. Throughout the exercise, we use the uncertainty indices computed over a one-
month horizon, but the results are robust to changing to a three and twelve-month horizon.
Figure 4.2 and 4.3 give the IRFs and the FEVDs. As can be seen from the figure, uncertainty
shock identified using Financial Uncertainty Index has significant impacts on real variables.
However, the effects are only half the size of the uncertainty shock identified using Macro
Uncertainty Index. Nevertheless, uncertainty shock can still explain up to forty percent of the
forecast error variances of both unemployment and industrial output. The results are robust
to switching the macro variable to the conventional setup, as shown in Figure 4.26 and 4.27.
It is worth noting that under this specification, financial uncertainty has more explanatory
power over inflation than the macro uncertainty index, suggesting that the financial uncer-
tainty index contains more forward-looking information on price level variations. Overall, the
findings are consistent with the empirical studies of uncertainty shock.

Next, we apply the approach of Berger et al. (2020) to our data sample from 2008 to 2019.
Figure 4.4 and 4.5 report the dynamic responses of real activity (industrial production and
unemployment) to the uncertainty news shock. As a comparison, Figure 4.6 and 4.7 report
the results of the so-called surprise shock.

The figures show that once we separately examine current and future uncertainty, their
impacts are significantly different. In Figure 4.4, we observe that an increase in future un-
certainty leads to a persistent decrease in industrial production and a persistent increase in
unemployment. In contrast, the realized volatility shocks, or uncertainty surprise shock, gen-
erates much less response from real variables as in Figure 4.6. The results go against the
finding in Berger et al. (2020) whereby they find a muted response of industrial production
and employment to an increase in future uncertainty, whereas the realized volatility shocks,
which they argue is not a structural shock, lead to significant real effects. Our results are
in line with previous results in the literature that finds that an increase in options implied

volatility leads to declines in output (Bloom (2009), Basu and Bundick (2017) and Leduc and
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Liu (2016)).

Comparing the results of the two identification methods, we can see that the responses
of real variables (industrial output and unemployment) are both significant, and their FEVDs
are at similar levels (around thirty percent)'®. However, the size of the response to the stock
uncertainty news shock is smaller, which is also intuitive, as the Financial Uncertainty Index
presumably captures not only information on the stock market but also on other assets. The
only difference is the responses of the policy rate, as stock uncertainty news shock generates
a positive response from the policy rate, as opposed to Financial Uncertainty Index. The
difference can be due to the decoupling of news and surprise shock, as we can see that the
uncertainty surprise shock still generates a negative response. Alternatively, the results can
indicate asset-specific characteristics captured in the volatility and reflected in the uncertainty

shock identified, which we examine in the next section.

Assets-specific Uncertainty

We now examine the asset-specific characteristics in the uncertainty shocks identified using
the BDG method. In particular, we contrast the identification results using stock volatility to
that of another asset: gold™. The results of the uncertainty news shocks identified using gold
volatilities are reported in Figure 4.8 and 4.9. Figure 4.10 and 4.11 report the results of the
surprise shock.

The figures show that gold uncertainty news shock has a significantly larger impact on
real variables. The unemployment and industrial output responses are around half of the
size of the responses in the benchmark identification case, and the FEVDs are also of similar
levels. In addition, the response of policy rates is negative and approximately the same size.
The results contrast sharply with that of the stock uncertainty shock.?® On the other hand, the
uncertainty surprise shock does not have significant real impacts, similar to the case of stock.

The fact that the same identification methods generate different results when switching

between asset classes indicates that different assets’” volatilities contain different information

®Note that the figure shows the FEVD of the uncertainty news shock that has not been orthogonalized.

19As a comparison, we also use Euro-dollar foreign exchange and oil. The results are shown in Appendix 4.6.3

2%Some may argue that the response difference is because stock implied volatility is larger than gold. However,
as shown in Table 4.2, the implied volatilities of stock and gold are pretty close. In addition, one can argue that the
difference is because we use the restricted model for stock and the unrestricted model for gold. In robustness tests,
we find that while switching to the restricted model does sharply reduce the real effect of the gold uncertainty
shock, using the unrestricted model for stock volatilities does not significantly increase the real effects of stock
uncertainty shock. Therefore, the test we perform for the model choices is valid and is not the main driver for the
result differences.

211



4.2. EMPIRICAL ANALYSIS

regarding economic uncertainty. Referring to the framework in Section 4.2.1, the differences
can be due to several channels: First, different assets’ volatilities contain different amounts
of fundamental uncertainty. As shown by the tests for the restricted model, stock market
volatilities in the post-crisis era seem independent of the economic fundamentals. Second,
asset volatilities might reflect asset-specific uncertainty that does not arise from the domestic
economy but has real effects. For instance, both oil and foreign exchange can be driven
by global market situations. Lastly, asset-specific characteristics can affect non-fundamental
factors such as expectation error or biases. For instance, stock market turbulence entirely
due to arbitraging activities can change the mentality of the investors, including high-income
households and large institutions, which then generates a real impact on the economy via
portfolio adjustments. Similarly, temporary oil price disruption may also generate panic and

leads to real economic consequences. We investigate these impacts in the next section.

Sentiment Responses

Finally, we investigate the heterogeneity in the uncertainty shocks from the perspective of
sentiment-related variables, which sheds light on the link between second-order moments
and non-fundamental factors.

We start with benchmark identification, with Financial Uncertainty Index as the single
uncertainty measure and Michigan Consumer Inflation Expectation as the sentiment measure.
Figure 4.12 and Figure 4.13 report the result impulse response functions and forecast error
variance decomposition. The figures show that while the uncertainty shock identified has
little explanatory power over the Consumer Inflation Expectation, adding the index to the
model significantly attenuates the responses of real variables to uncertainty. The results are
robust to switching to the conventional setup and changing the uncertainty measure to Macro
Uncertainty Index, as shown in Figure 4.28 to Figure 4.31 in Appendix 4.6.3.

We now move on to the BDG identification with dual uncertainty proxies. For this setup,
we use gold as the asset and Michigan Consumer Sentiment Index as sentiment measurement.
As shown in Figure 4.25, the implied volatility of gold is highly negatively correlated with the
Michigan Consumer Sentiment Index, which suggests a potential link between second-order
uncertainty and non-fundamental factor. Figure 4.14 to 4.17 give the results for the iden-
tification. We can see that the uncertainty shock also attenuates the responses and FEVDs
of the gold uncertainty shock, although the effect is insignificant. More importantly, uncer-

tainy news shocks lead to a contemporaneous and persistent decrease in consumer sentiment.
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The interpretation is that uncertainty about the future can weigh in on economic agents’ per-
ception of the current situation, leading to an underestimation of the economic condition.
Interestingly, when comparing the effect of uncertainty news shocks to surprise shocks, we
find that the surprise shocks generate a more significant response on impact. However, the
effect quickly disappears within several periods. Interestingly, an exogenous increase in fu-
ture uncertainty as measured by implied volatility on the stock market is accompanied by an
increase in consumer sentiment on impact, a counterintuitive result since this implies a boost
of optimism, even though the index gradually falls and becomes more in line with the con-
tractionary economic activity. While the reaction to the impact of consumer sentiment might
suggest the further scope of the better-identifying uncertainty shock, the muted reaction of the
federal funds rate suggests that the effect on activity comes from the future uncertainty shock
and not from an exogenous monetary policy shock due to misspecification or the endogenous
response of monetary policy to an increase in uncertainty about the future.

For the last set of exercises, we use stock as the asset and the excess bond premium as
sentiment measurement. The results are shown in Figure 4.18 to 4.21. Like the gold shock,
the stock uncertainty news shock increases risk aversion in the bond market, as indicated by

a rise in the excess bond premium.

4.2.5 Future Directions

The takeaway from these exercises is that the current identification of uncertainty shocks
potentially mixes several different types of uncertainty; most notably, we suspect that the
shock identified is not purged from the sentiment shocks or that the uncertainty shock affects
the real economy via a channel of sentiment. The results call for the next step of providing a
more robust identification strategy that explores the heterogeneity in the uncertainty.

To achieve this goal, we propose several alternative identification methods developed
based on the identification scheme Berger et al. (2020). To start with, to separate asset-specific
uncertainty from fundamental uncertainty, we propose two methods. The first method is
straightforward: Applying the principal component analysis of the four groups of assets” im-
plied volatility, we obtain the common component and use it in place of asset-specific implied
volatility. In the second method, we incorporate the proxy identification methods. Using one
asset’s implied volatility as the proxy of another asset’s implied volatility, we obtain fitted
values of volatility that are orthogonal to asset-specific components. We then implement this

fitted value in the Berger et al. (2020) identification scheme to examine the results.

213



4.3. THEORETICAL FRAMEWORK

4.3 Theoretical Framework

This section presents a simple analytical framework consistent with the main empirical find-
ings. That is, (1) asset-volatilities reflect both asset-specific uncertainty and fundamental un-
certainty of the economy; (2) asset volatilities contain information on sentiment-related vari-
ables, such as consumer sentiments and investors’ risk appetite. Using this framework, we
can further shed light on the mechanism behind asset volatilities and economic outcomes.
The key mechanism is noisy information, i.e., the agents do not have enough information
to distinguish between asset-specific shocks and economic shocks. Under this simple assump-
tion, the equilibrium asset price volatilities can consist of uncertainty arising from economic
fundamentals and market-specific characteristics. In addition, with additional errors in the

expectation process, the observed volatility also reflects sentiment or risk appetite variations.

4.3.1 Model Setup

Based on the general asset-pricing equation in Section 4.2, we build a two-period toy model
of an endowment economy a la the model of Miao et al. (2021) to pin down further how each
component contributes to asset price variations. To start simple, we assume that risk aversion

is a constant parameter. Assume that the utility function of the agents is given by

cl=r clr
& [ . (4.3.1)

i2
1—7+ﬁ1—7

where

[E; denotes rational expectation operator, and &; is behavioral expectation subject to shock U;.
This specification has been used in the asset-pricing model in Hassan and Mertens (2017), in
which U; denotes the forecast errors agents make when forming their expectations, which can
be homogeneous or heterogeneous across agents. Here, we assume that the component U; can

be anything that alters agents” expectations, including but not restricted to prediction errors*".

21 An alternative explanation for this component is time-varying rare disaster probability. Gabaix (2012) provides
an analytical framework based on time-varying rare disaster probability, which can be illustrated as

Ei(xt) = Ei(xt) + Ap(0?)(x — %) = (1 — p)T+ px + Ap(0?) (x — %)

where Ay (0?) is adjustment of probability of rare disaster.
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The log-linearized pricing equation under this two-period setup can be expressed by
p =E;[d] +E; [mj] +u+ov; (4.3-2)

where u + v; = log U;, u and v; are independent normal random variables with means zero

and variances 02 and ¢3. The budget constraint is given by
Cin+QSi=Q+Li, Cp=DS;

where Q and S; denote the asset price and shareholdings, respectively. The initial level of

shareholding is normalized to one. The dividends and labor income satisfy
log D = log D + x4¢, + kx5¢;, logL; =log L + x¢;

where D, x4, L, and x; are fixed parameters, and ¢, and ¢; are independent normal random
variables with means zero and variances 02 and ¢?. x € (0,1) captures the extent to which the
asset dividends pick up the fundamental shocks in the economy?>?.

Importantly, we assume that dividend process shock and labor income shock are not per-
fectly observable to agents. Instead of separately observing ¢, and ¢;, they receive only one
signal that combines the two shocks, x = ¢, +¢;. The assumption is intuitive. The agents
in the economy are exposed to the latest developments in asset markets via daily news. At
the same time, most of them cannot fully understand whether asset price variations are due
to economic fundamentals or particular issues in a particular market, such as supply chain
disruption and speculative bubbles. For instance, during the Covid pandemic, there has been
unusual turbulence in oil prices and stock market performance. Households have difficulty
interpreting whether it is due to temporary disruptions or the underlying economic system
malfunctioning. As a result, agents need to infer the true underlying shocks based on one
exogenous signal, x, and one endogenous signal, price Q of the asset. The equilibrium asset
price thus contains information on the asset-specific uncertainty, captured by the dividend
shock ¢,, and the fundamental uncertainty of the economy, captured by ¢;. Additionally, with

the presence of U;, the inference process will also be affected by the homogenous part of the

220One might argue that the dividend process shock g, itself entails information on the economic fundamental,
not just the & shock. For instance, asset dividends contain information on the profit situation of firms, which are
the production sector of the economy. Therefore, in this specification, we interpret ¢, as the part of the information
contained in the dividend process that is purely about the behavior of the market participants that is orthogonal
to the economy fundamental, and all the effects of economic fundamentals on the dividend process is captured by
KX1€].
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expectation deviations, which can be prediction errors or sentiment.

The timing is as follows. The agents receive both the exogenous signal and the price Q of
the asset. Having updated the information, the agents choose asset holdings at the beginning
of period one. Then, after the labor income shock is realized at the end of period one, they
choose period-one consumption C;;. At the end of period two, all shocks realize, and the

agent i decides on consumption Cj.

4.3.2 Solution

We sketch the key steps of the solution to the toy model. Under the two-period setup, the

optimal asset holding is given by

_E[Q—9y)d]—g+u+o E; [I;]

P = S0+ 0/L) 17 0/T (4.3-3)
The price is then pinned down by the market clearing condition f 8idi =0
q=(1—7)E[d+~E[L]+u (4.3-4)

where E[-] = [ E;[-]di. Without idiosyncratic shocks, E[-] = E;[-]. The asset volatility is thus
Var(q) = (1= 7)*Var(E[d]) + 7*Var(E [1]) + o (435)

To compute the expectation terms E;[d] and E; [I;], we use the guess-and-verify method.

Suppose that the price g is linearly dependent on the shocks.

q = qa€a + qi€] + qul (4.3.6)

which is informationally equivalent to § = ¢, + (9;/qa)€;1 + (qu/qa)tt = €4 + & + i1. The vari-

ance of the asset price is given by
Var(q) = 4207 + g7} + qaos (437)

From the expression, we can see that the informational content of asset price volatility is
impacted by the degree to which agents are unable to differentiate between fundamental
and market-specific uncertainty and the presence of prediction errors. Like 7y, the stochastic

components impact price volatilities through two channels: directly via changing the variance
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size and indirectly via changing the coefficients, representing changes in agents” expectation
formation.
To solve for the expression of g4, q;, and q,, we take this linear form of g and apply the

Gaussian Projection Theorem to obtain the expression for E[e,] and E [g)].

Ele,] = Ej[eq] =154 + Txx
E[ﬁ] =1I; [81] = — qu/?—F (1 - ’L'x) X

where 7, and 7, are pinned down by the variance terms ¢, ¢;, and ¢,. Taking Ele,] and E[g/]

back to the expressions of E;[d] and E; [I;], we get

E[d] = E;[d] =(xg — xx;) T + (x4Tx + xx; (1 — 74))x (135)
_ 4.3.
E[ll] = [E; [ll] = — xﬂ'qﬁ + X7 (1 — Tx) X

Taking these expressions into Equation 4.3.4 yields

q=[1-7)x%+ (1 —7)x+7) 7] e
+ (1= 7)gutgxa — (1 =)+ 7) guTyx; + 1] u
+ (1= 7)xgTa+ (1= 7)x +7) xi%i] &

where o, = T+ € (0,1) 1 =1— (44 %), & =94 +T and § = 1 — (§75 + ).
Comparing the coefficients pins down the price 4. Taking g back to Equation 4.3.3 yields the
holding, which depends only on idiosyncratic forecast errors. The detailed proof can be found

in Appendix 4.6.4.
4.3.3 Discussion

Fundamental vs. Asset Uncertainty

To see more clearly the variances of the underlying shocks affect price, we first mute the
homogeneous expectation deviation u. In this case, the functional form of g becomes g4 =
ga€a + q1€;. Define ¢ = q;/q,. We have the following expression for g, with detailed results in

Appendix 4.6.4

q=[A1=7)xat+ ((1—1)c+7) 0T+ [(1 —7)xaT+ (L —V)c+v)0Tle  (43.9)

217



4.3. THEORETICAL FRAMEWORK

Matching coefficients yields the following cubic equation in g

0=[(1—7)xog+ ((1=mx+7)x07] (& — &%)+ (1 —7)x+7)xoz(g—1)

We have ¢ = {1,%}, where A = [(1—9)x02 + ((1—7v)x+y) x;0f] and B =
((1 = y)x + ) x;02. The solution shows that even without the presence of prediction errors,
the degree to which stock prices and volatilities reflect fundamental economic uncertainty is

not deterministic, but depends on the information extraction activities of the agents.

Risk Appetite

Our empirical findings show that an uncertainty shock identified using asset volatility can lead
to an increase in risk aversion or a decrease in risk appetite. Under the current framework, the
risk-aversion parameter <y affects asset volatility through multiple channels. From Equation
4.3.5, asset volatility consists of three components: variance of expected dividend, expected
income, and expectation error. Note that the risk-aversion parameter oy governs the degree to
which asset volatility is affected by dividend and stochastic volatility. When risk aversion is
low, i.e., 7y is close to zero, the asset volatility is less affected by the variance of the fundamental
economic uncertainty. In the meantime, the size of the variances of two expectation terms also
depends on 7, which we will show in the proof below. As a result, risk-aversion affects asset
volatility via two channels: Changing the weights of the variance of the agents” expectations
of the dividend and the income process and directly changing the sizes of these variances.

The overall impact of 7y on asset volatility is thus ambiguous.

4.3.4 Future Directions
Prediction Error

In the baseline model, the prediction errors are exogenous, and thus they do not contribute
or respond to the variations of asset volatility. An alternative possibility is that the prediction
error is not invariant and is affected by the uncertainty in the economy. This possibility is con-
sistent with our empirical findings that consumer sentiment index responses to uncertainty
shocks, which indicates that second-order moment shock potentially changes agents” subjec-
tive perceptions of the economy. The interpretation is that people become more pessimistic

and underestimate future incomes and consumption in high uncertainty times and vice versa.
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To illustrate the idea, we assume the following form of specification for the error term
Ei() =Ei() +¢(?).

where, similar to log(U;), the term &(0?) captures the difference between rational expectation
E;(-) and the actual expectation of the agents, &(+). The difference is that we assume ¢(0?) ~
N (E(0?),0z(0?)), where the mean and variances depend on underlying uncertainties in the
model 0% = {02, 0?}. Therefore, a higher uncertainty can translate into a higher level of bias
in the estimation.

This reduced-form assumption can be rationalized by the theory of diagnostic expectation
in Bordalo et al. (2020). The mechanism can be illustrated as follows. Suppose x; is a hidden
state that evolves according to an AR(1) process x; = px;_1 + uy, where u; is a normal shock
with mean zero and variance 02, and s; = x;_1 +€is a noisy signal of x;_1 ~ N (%;_1, (72). The
diagnostic expectation is given by

2 0_2 2

Ei(xy) =Ei(x;) + 06 (st —xp—1) = X1 + (st —xp—1)+ 0 (s¢ — x¢—-1)

02 + 02 02 + 07 02 + 07

The parameter 0 governs the extent to which the expectation is biased upwards or downwards,
depending on whether the signal is above or below its expected level. From the expression,
we can see that the size and variance of the prediction error are endogenous in the variance of
the state variable and noise terms. Therefore, the theory provides a micro-foundation for the
ad hoc assumption of uncertainty-dependent prediction error, and further research is needed

to understand this mechanism’s implications better.

Dispersed Information

So far in the model, we assume the fundamental uncertainty to be an aggregate shock. If
the fundamental uncertainty consists of an idiosyncratic component, for example, when the
agents face idiosyncratic income shock, L; = logL + x;(¢; + ¢;;), the impact of fundamental
uncertainty on asset volatility will be different. More importantly, once we extend the simple
model to an infinite-horizon setup, the dispersed information generates higher-order expec-
tations. This offers another to examine the role of sentiment, as recent research associates
negative sentiment, or lack of confidence, with failures of coordination with the presence of
higher-order expectations (Angeletos et al., 2018). Therefore, extending the benchmark model

to a dispersed information environment is necessary for the understanding of the correlation
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between second-order moment shocks and sentiment responses in the form of higher-order

expectations.

4.4 Conclusion

This paper joins the debate on the role of aggregate uncertainty in causing contractions in real
economic activity. Empirically, we build on the current identification methods of uncertainty,
in particular Berger et al. (2020), which stresses the distinction between realized volatility
and uncertainty about the future. We provide novel findings applying their identification
scheme to different assets” volatilities and examine causes of the results. Theoretically, we
utilize an analytical framework of asset pricing with noisy information that sheds light on the
mechanism behind the empirical findings.

Our benchmark is the standard approach in the literature of uncertainty shock identifica-
tion, where only one measure of uncertainty is used in a structural VAR. We use the Financial
Uncertainty Index in Jurado et al. (2015), a measure of uncertainty based on implied volatil-
ities of multiple financial time series and thus comparable to the asset volatilities we use in
the following exercises. We study the effect of identified uncertainty shocks on real activity
and find that uncertainty shocks cause a deep and short contraction in output. Neverthe-
less, the effects are attenuated once we include inflation expectations, a first-order term. This
leads us to conclude that the uncertainty shocks identified are potentially related to first-order
moments.

Following the recent developments in the (Bloom (2009)), we move on to use pairwise
volatility, namely realized and implied volatility, of the individual asset to further decouple
uncertainty shocks into news shocks about the future and current period surprises. We find
that shocks to the implied volatility of stock prices, as identified a la BDG, cause a persistent
contraction in output, in contradiction to BDG, and. When studying the effect of shocks on the
implied volatility of gold prices, we confirm that second-moment shocks negatively affect real
activity. The impact is even more substantial than that of stock uncertainty shock. Moreover,
the gold uncertainty shocks are accompanied by an increase in pessimism. We interpret this
as building the case for the need to separately and jointly identify sentiment and uncertainty
shocks to better understand the role of expectations about the future in driving contraction in
output.

Lastly, we provide a simple asset-pricing framework with noisy information to illustrate
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the mechanism behind the empirical finding, particularly how fundamental uncertainty, asset-
specific characteristics, and non-fundamental factors such as sentiment and risk-aversion con-
tribute jointly to asset volatilities.

As a next step, we plan to improve on the current identification methods to separate the
effect of uncertainty shock and sentiment responses and compare the results to the simulation
results of the asset pricing models in order to further shed light on the link between financial

asset volatilities and uncertainty in the economy.
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Figure 4.2: IRF to Uncertainty Shock (2008 Jan-2019 Dec)
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Note: The figure shows the IRFs to identified uncertainty shock using Financial Uncertainty Index (solid
line) and Macro Uncertainty Index (dashed line) from Jurado et al. (2015). Sample is from 2008 Jan to
2019 Dec. The shaded area shows [16, 86] and [5, 95] percent confidence interval for the uncertainty
shock using financial uncertainty index.
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Note: The figure shows the FEVDs to identified uncertainty shock using Financial Uncertainty Index

(solid line) and Macro Uncertainty Index (dashed line) from Jurado et al. (2015).
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Figure 4.4: IRF to Uncertainty News Shock (2008 Jan-2019 Dec)
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Note: The figure shows the IRFs to identified uncertainty news shock a la Berger et al. (2020), using
realized and implied volatilities of stock index with restricted model.
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Figure 4.5: FEVD to Uncertainty News Shock (2008 Jan-2019 Dec)

Note: The figure shows the FEVD to identified uncertainty news shock (not orthogonalized to RV) a la
Berger et al. (2020), using realized and implied volatilities of stock index with restricted model.
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Figure 4.6: IRF to Uncertainty Surprise Shock (2008 Jan-2019 Dec)

Note: The figure shows the IRFs to identified uncertainty surprise shock a la Berger et al. (2020), using
realized and implied volatilities of stock index with restricted model.
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Figure 4.7: FEVD to Uncertainty Surprise Shock (2008 Jan-2019 Dec)

Note: The figure shows the FEVD to identified uncertainty surprise shock a la Berger et al. (2020), using
realized and implied volatilities of stock index with restricted model.
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Figure 4.8: IRF to Uncertainty News Shock (2009 Jan-2019 Dec)

Note: The figure shows the IRFs to identified uncertainty news shock a la Berger et al. (2020), using
realized and implied volatilities of gold with unrestricted model.
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Figure 4.9: FEVD to Uncertainty News Shock (2009 Jan-2019 Dec)

Note: The figure shows the FEVD to identified uncertainty news shock (not orthogonalized to RV) a la
Berger et al. (2020), using realized and implied volatilities of gold with unrestricted model.
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Figure 4.10: IRF to Uncertainty Surprise Shock (2009 Jan-2019 Dec)

Note: The figure shows the IRFs to identified uncertainty surprise shock a la Berger et al. (2020), using
realized and implied volatilities of gold with unrestricted model.
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Figure 4.11: FEVD to Uncertainty Surprise Shock (2009 Jan-2019 Dec)

Note: The figure shows the FEVD to identified uncertainty surprise shock a la Berger et al. (2020), using
realized and implied volatilities of gold with unrestricted model.
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Figure 4.12: IRF to Uncertainty Shock (2008 Jan-2019 Dec)

Note: The figure shows the IRFs to identified uncertainty shock using Financial Uncertainty Index with
(solid line) and without Michigan Consumer Index (dashed line). Sample is from 2008 Jan to 2019 Dec.
The shaded area shows [16, 86] and [5, 95] percent confidence interval for the uncertainty shock using

financial uncertainty index.
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Figure 4.13: IRF to Uncertainty Shock (2008 Jan-2019 Dec)

Note: The figure shows the FEVDs to identified uncertainty shock using Financial Uncertainty Index
with (solid line) and without Michigan Consumer Index (dashed line).
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Figure 4.14: IRF to Uncertainty News Shock (2009 Jan-2019 Dec)

Note: The figure shows the IRFs to identified uncertainty news shock a la Berger et al. (2020), using
realized and implied volatilities of gold with unrestricted model.
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Figure 4.15: FEVD to Uncertainty News Shock (2009 Jan-2019 Dec)

Note: The figure shows the FEVD to identified uncertainty news shock (not orthogonalized to RV) a la
Berger et al. (2020), using realized and implied volatilities of gold with unrestricted model.
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Figure 4.16: IRF to Uncertainty Surprise Shock (2009 Jan-2019 Dec)

Note: The figure shows the IRFs to identified uncertainty surprise shock a la Berger et al. (2020), using
realized and implied volatilities of gold with unrestricted model.
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Figure 4.17: FEVD to Uncertainty Surprise Shock (2009 Jan-2019 Dec)

Note: The figure shows the FEVD to identified uncertainty surprise shock a la Berger et al. (2020), using

realized and implied volatilities of gold with unrestricted model.
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Figure 4.18: IRF to Uncertainty News Shock (2009 Jan-2019 Dec)

Note: The figure shows the IRFs to identified uncertainty news shock a la Berger et al. (2020), using

realized and implied volatilities of stock with restricted model.
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Figure 4.19: FEVD to Uncertainty News Shock (2009 Jan-2019 Dec)

Note: The figure shows the FEVD to identified uncertainty news shock (not orthogonalized to RV) a la
Berger et al. (2020), using realized and implied volatilities of stock with restricted model.
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Figure 4.20: IRF to Uncertainty Surprise Shock (2009 Jan-2019 Dec)

Note: The figure shows the IRFs to identified uncertainty surprise shock a la Berger et al. (2020), using
realized and implied volatilities of stock with restricted model.
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Figure 4.21: FEVD to Uncertainty Surprise Shock (2009 Jan-2019 Dec)

Note: The figure shows the FEVD to identified uncertainty surprise shock a la Berger et al. (2020), using

realized and implied volatilities of stock with restricted model.
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4.6 Appendix

4.6.1 Uncertainty Measurement

Uncertainty measurements can be broadly classified into second-order moments, text-based-,

and survey-based measurements.

Second-order Moments

The most frequently used proxies for uncertainty is the second-order moment of a distribution,
including volatilities of macro variables and financial assets (Jo, 2014; Alessandri et al., 2020;
Berger et al., 2020; Jurado et al., 2015; Alessandri and Mumtaz, 2019), and cross-sectional
dispersion (Bloom, 2009; Dew-Becker and Giglio, 2020).

The volatility measurements can be further classified into realized volatility and implied
volatility. The former is the volatility computed using the prices observed, and the latter is
the real-time estimation of an asset’s price as it trades computed using option prices. In our
analysis, for implied volatility, we use directly the indices calculated from options prices by
the Chicago Board Options Exchange (CBOE). For stocks, we use the Volatility Index (VIX)
3 measures market expectation of near-term volatility conveyed by stock index option prices.
For gold prices, we use the CBOE Gold ETF** Volatility Index.?>. For oil prices, we use the
CBOE Crude Oil ETF Volatility Index .2° Lastly, we use the CBOE EuroCurrency ETF Volatility
Index for the euro-dollar exchange rate. 7 The time coverage of the variables used is reported

in Table (4.3).

Text-based Measurement

A more recent strand of this literature seeks to measure uncertainty by applying the text
analysis method to news reports. Examples include Baker et al. (2016) and Husted et al.
(2020) for monetary policy uncertainty, Caldara et al. (2020) for trade policy uncertainty, and

Ahir et al. (2018) for a series of country-specific uncertainty index.

23Chicago Board Options Exchange, CBOE Volatility Index: VIX [VIXCLS], retrieved from FRED, Federal Re-
serve Bank of St. Louis; https://fred.stlouisfed.org/series/ VIXCLS, August 20, 2022.

24"Exchange Traded Funds (ETFs) are shares of trusts that hold portfolios of stocks designed to track the price
performance and yield of specific indices closely."

25Chicago Board Options Exchange, CBOE Gold ETF Volatility Index [GVZCLS], retrieved from FRED, Federal
Reserve Bank of St. Louis; https://fred.stlouisfed.org/series/GVZCLS, August 20, 2022.

26Chicago Board Options Exchange, CBOE Crude Oil ETF Volatility Index [OVXCLS], retrieved from FRED,
Federal Reserve Bank of St. Louis; https:/ /fred.stlouisfed.org/series/OVXCLS, August 20, 2022.

?7Chicago Board Options Exchange, CBOE EuroCurrency ETF Volatility Index [EVZCLS], retrieved from FRED,
Federal Reserve Bank of St. Louis; https://fred.stlouisfed.org/series/EVZCLS, August 20, 2022.
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Compared to the second-order moments that rely on economic and financial data col-
lection, the text-based approach of uncertainty measurements captures the uncertainty of a
broader context that otherwise cannot be measured by data. For instance, this category’s
most frequently used index, the Economic Policy Uncertainty (EPU) constructed by Baker
et al. (2016), reflects the agents” contemporaneous perception of the economic policy. The
authors develop a database of economic policy uncertainty indices based on newspaper cov-
erage frequency. They construct an index from three underlying components to measure
policy-related economic uncertainty. The first and most flexible component quantifies news-
paper coverage of policy-related economic uncertainty. 2 The authors argue that the index
proxies for policy-related uncertainty, as shown by the evidence from the experiment of hu-
man readings of 12,000 newspaper articles. A higher value of this index indicates a higher
value of reported policy-related uncertainty. In addition, recent research presents text-based

measures that bridge the gap between text-based and volatility measures Baker et al. (2019).

Survey Data Measurement

The last strand of measurements comes from the survey conducted towards professionals
and consumers regarding their perception of the economy, such as the Survey of Professional
Forecasters (SPF), New York Fed Survey of Consumer Expectation(SCE), Philadelphia Fed'’s
Business Outlook Survey (BOS), and IFO Business Climate Survey (IFOBCS). Recent literature
that employs or studies survey-based uncertainty includes ?, Coibion et al. (2020) and Coibion

et al. (2021)),

4.6.2 Stylized Facts

Data Description

Figure 4.22 and Figure 4.23 show the comparison between stock realized volatility and that of
oil and Euro-dollar foreign exchange respectively.

Comparison Within Asset Class

We now turn to statistical properties of asset volatilities within each asset class. Table 4.4 to

Table 4.7 show the results for stock, gold, oil, and foreign exchange respectively.

BFor more details on the methodology, the reader is referred to the website of the authors:
https:/ /www.policyuncertainty.com/methodology.html
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Figure 4.22: Asset Return Volatility: Stock vs. Oil.

Note: The solid line displays the realized volatility of the stock returns in the US, and the dash line
the realized volatility of oil return volatility. Shaded regions denote the recession period. Note that to
keep a reasonable perspective of comparison, we exclude three extreme high values of oil volatilities.
The values are respectively 5499.732, 4743.401, and 2503.611. The first two happened during the Covid
crisis and the last one during the Gulf War. Shaded regions denote the recession period.
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Figure 4.23: Asset Return Volatility: Stock vs. FX.

Note: The solid line displays the realized volatility of the stock returns in the US, and the dash line
the realized volatility of Euro-dollar foreign exchange return volatility. Shaded regions denote the
recession period.
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Class ‘ Variable ‘ Realized Vol. ‘ Implied Vol.
Equity SPs500 since 1990 since 1990
Oil QOil since 1990 since 2007
Gold Gold since 1990 since 2008
Foreign Exchange | Euro-Dollar | since 1999 since 2007

Table 4.3: Coverage of Asset Classes and Time Periods.

Note: The table shows the corresponding variable used for each asset class and their respective time
period.

Return RV v Return RV v

Return 1 -041 -0.19 Return 1 -0.49 -0.41
RV 1 079 RV 1 084

v 1 v 1

Table 4.4: Correlation of Stock Volatilities.

Note: The correlation table of stock daily returns, implied volatility and realized volatility. Time horizon
for left table is 1990-2008. Time horizon for right table is 2008-2019.

Return RV Return RV v

Return 1 0.10 Return 1 -0.16 -0.03
RV 1 RV 1 0.80

1Y 1

Table 4.5: Correlation of Gold Volatilities.

Note: The correlation table of gold daily returns, implied volatility and realized volatility. Time horizon
for left table is 1990-2008. Time horizon for right table is 2008-2019.

Return RV Return RV v

Return 1 -0.01 Return 1 -0.02 -0.07
RV 1 RV 1 0.85

v 1

Table 4.6: Correlation of EX Volatilities.

Note: The correlation table of Euro-Dollar exchange rate daily returns, implied volatility and realized
volatility. Time horizon for left table is 1990-2008. Time horizon for right table is 2008-2019.

Return RV Return RV v

Return 1 -0.16 Return 1 -0.34 -0.27
RV 1 RV 1 0.85

v 1

Table 4.7: Correlation of Oil Volatilities.

Note: The correlation table of oil daily returns, implied volatility and realized volatility. Time horizon
for left table is 1990-2008. Time horizon for right table is 2008-2019.
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Comparing the result, we see that first, realized and implied volatility are positively corre-
lated for all asset classes. This generalizes the finding in Berger et al. (2020) about stock prices
to other asset classes such as oil, gold, and the Euro-Dollar exchange rate. This correlation
clearly shows that realized, and expected volatilities are linked. However, it is hard to pin
down if realized second-moment shocks make investors build expectations of future volatility
or if news about future volatility makes investors trade assets heavily, driving up realized
volatility. This is indeed a complex and exciting empirical question.

Second, returns are not correlated in most cases to either volatility, implied, or realized.
This is most clear in the case of the Euro-Dollar exchange rate, where returns have almost zero
correlation with each volatility. This is also the case for gold and oil prices.

Lastly, the second point holds the implied volatility of stock prices before 2008. However,
it is noteworthy that realized volatility is negatively correlated with returns and has increased
significantly post-2008 for implied volatility. In other words, an increase in volatility realized
or implied (and they often come together) is associated with negative returns, on average.

Future theoretical work should consider this asymmetric feature of the data.

Comparison Across Asset Class

First Order Moments We begin the analysis by examining how the first-order moments
correlate across asset classes, namely the daily returns calculated as the log difference in asset
prices. Table 4.8 shows that daily returns are not strongly correlated systematically across
asset classes. In particular, gold and stock prices are not correlated, while oil and stock prices
show the highest correlation among the asset class pairs. To a lesser extent, the returns on the

US stock markets are positively correlated with the Euro-Dollar exchange rate.

Stock Gold EUR Oil

Stock 1 001 0.43 0.50
Gold 1 035 0.14
EUR 1 038

Oil 1

Table 4.8: Correlation of Returns.

Note: Correlation table across the daily returns of different asset classes: Stocks, Gold, Euro-Dollar
exchange rate and oil. Time horizon: 2008 to 2019.

Second Order Moments We then turn to the second order moments, namely the two con-
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cepts defined in the previous section of realized and implied volatility, and map out how they
co-move with respect to each other. The main take-away from tables (??) is that second-order
moments are systematically more correlated across assets than first moments. In particular,
the realized volatility of gold prices and stock prices have the highest correlation (0.78) while
the realized volatility of gold prices and oil prices have the lowest but still high correlation
(0.5). Further, implied volatility shows an even higher co-movement across asset classes, with
the highest again between stock prices and gold prices (0.86) and the lowest between gold
prices and oil prices (0.68). On the one hand, that returns are not as correlated as realized
volatility across assets suggests that even if the drivers of first order returns diverge, what
explains second order moment could be common across asset classes. Candidate drivers are
aggregate uncertainty, investor sentiment, monetary policy, and risk appetite, among others.
On the other hand, the higher correlation of implied volatility across asset classes points to
the fact that the accuracy of agent’s expectations about the future has an important common
component, even if the realization of the second order moments is subject to idiosyncratic and

asset specific shocks.

Realized Volatility Implied Volatility
Stock Gold EUR Oil Stock Gold EUR Oil
Stock 1 078 0.69 0.68 Stock 1 086 083 o.77
Gold 1 0.55 0.50 Gold 1 0.81 0.68
EUR 1 0.74 EUR 1 0.73
Oil 1 Oil 1

Table 4.9: Correlation of RV and IV.

Note: Correlation table across the realized volatility (Left table) and the implied volatility (Right Table)
of different asset classes: Stocks, Gold, Euro-Dollar exchange rate and oil. Time horizon: 2008 to 2019.

Principal Component Analysis

To capture the common component of the volatilities of different assets, we formalize the
exercise of common versus idiosyncratic drivers of realized and implied volatility. To do this,
we perform two separate principal component analysis: one on the realized volatilities of the
four asset classes, and the other on their implied volatilities.

Assume that each volatility is represented using the following representation:

Vol, = Y A'PC} (4.6.1)
i=1
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where Vol is respectively realized volatility (RV) or implied volatility (IV) of asset class j

(stocks, gold, Euro-Dollar exchange rate and oil).

Realized Volatility Implied Volatility
pctv pcyv pcy pcy” | pclV pclV pcCil pCY

Var share | 063 021 011 003| 075 0.14 006 0.03
Cumul. share | 063 085 0.96 1| 075 0.90 0.96 1

Table 4.10: Results of the two separate principal component analysis on the realized and
implied volatities respectively and applied on different asset classes: Stocks, Gold,
Euro-Dollar exchange rate and oil. Time horizon: 2008 to 2019. The first row reports the
percentage of the total variance explained by each principal component of realized and
implied volatility and the second row is the cumulative of the first row shares respectively.
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Figure 4.24: Graph of the time series of the first principal component (done in section ??) of
realized and implied volatilities across asset classes between 2008 and 2020. The correlation
of these two factors is high (0.6).

Stock-Gold Comparison

It is interesting to note that gold price returns are not correlated with the second moments of
stock prices, while stock price returns are negatively correlated with the second moments of
gold prices. When the gold market experiences or expects volatility, this is usually associated

with negative returns for the stock market.
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Stock IV Stock RV Gold IV Gold RV
Stock return -0.41 -0.49 -0.35 -0.41
Gold return 0.07 -0.04 -0.03 -0.16

Table 4.11: Correlation table of stock and gold prices return with respective implied and
realized volatilities.

The core mechanism in Gabaix (2012) is consistent with our idea of separating the con-
tribution of aggregate and asset specific risks to asset volatility, as the time-varying disaster
probability is essentially a notion very similar to time-varying uncertainty. In addition, the
author assumes that different stocks have different degree of recovery ability, indicating that
some stock might be more resistance to change in aggregate conditions. In our context of mul-
tiple asset classes, one way to interpret our results is that gold is an asset that exhibit higher
resistance to aggregate uncertainty. Therefore, future work could explore incorporating simi-
lar features, so as to detect a change in risk-aversion since it is better picked up by asset with

high resistance to uncertainty.
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Figure 4.25: Gold Volatility vs. Sentiment

4.6.3 SVAR Analysis
Data Description

Macroeconomic data We use monthly economic data, following the literature (Bloom (2009);
Leduc and Liu (2016)). This is appropriate given that fluctuations in either realized or implied

volatility could be short-lived while still having important consequences. Moreover, this has
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the bonus of maximizing statistical power in our VARs. We include an index for real economic
activity, price, and monetary policy index. For real activity, we use the index produced by the
Board of Governors of the Federal Reserve System 9 of industrial production.3® Additionally,
we use the U.S. consumer price index3' produced by the U.S. Bureau of Labor Statistics3?and
the Federal Fund Effective Rate33, as controls and to avoid misspecification in the VAR. Both
are downloaded from FRED.34

Table 4.12: Data Description

Variable Data Data Description

Output GDPC1(In) Real Gross Domestic Product
GDPC1 (FD) RGDP first difference

Inflation CPIAUCSL (In)  Consumer Price Index for All Urban Consumers
PCECTPI (In) Personal Consumption Expenditures

Unemployment | UNRATE Unemployment rate
FEDFUNDS Effective Federal Funds Rate

Monetary Policy | DGS1 1-Year Treasury Constant Maturity Rate
DGS2 2-Year Treasury Constant Maturity Rate
Shadow Rate Shadow interest rate by Wu and Xia (2016)
UMCSENT Michigan consumer sentiment

Sentiment MICH Michigan consumer inflation expectation
EBP Excess bond premium by Gilchrist and Zakrajsek (2012)
SKEWNESS CBOE Skewness index

29Board of Governors of the Federal Reserve System (U.S.), Industrial Production: Total Index [INDPRO], re-
trieved from FRED, Federal Reserve Bank of St. Louis; https://fred.stlouisfed.org/series/INDPRO, August 20,
2022. For reference: Board of Governors of the Federal Reserve System. "Industrial Production and Capacity
Utilization." Statistical release G.17; May 2013.

39"The Industrial Production Index (INDPRO) is an economic indicator that measures real output for all facil-
ities located in the United States manufacturing, mining, and electric, and gas utilities (excluding those in U.S.
territories)."

31"The Consumer Price Index for All Urban Consumers: All Items (CPIAUCSL) is a price index of a basket of
goods and services paid by urban consumers. "

32U.S. Bureau of Labor Statistics, Consumer Price Index for All Urban Consumers: All Items
in the US. City Average [CPIAUCSL], retrieved from FRED, Federal Reserve Bank of St. Louis;
https:/ /fred.stlouisfed.org/series/CPIAUCSL, August 20, 2022.

33"The federal funds rate is the interest rate at which depository institutions trade federal funds (balances held
at Federal Reserve Banks) with each other overnight.”

34Board of Governors of the Federal Reserve System (U.S.), Federal Funds Effective Rate [DFF], retrieved from
FRED, Federal Reserve Bank of St. Louis; https:/ /fred.stlouisfed.org/series/DFF, August 19, 2022.
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Exogeneity Tests
Unrestricted VAR
RV = b11RVi_1 + b2l Vi1 + Bigye—1 + gy

IV = bxRVi_1 + bpnlVi1 + Basyi—1 + uos (4.6.2)
y: = BiRVi_1 + B2IVi 1 + Bayi1 +ut

where RVy_1 = (RV;_1,RV;_», ..., RVt_p)/ is a p x 1 vector of lagged values of realized volatil-
ity. b1 and byg are two 1 X p vectors of coefficients to these lagged values. IVi_1, together
with the coefficients by, and by, is defined in similar fashion. y; is a vector that contains all
the other endogenous variables, and B3 and y;_1 are the respective coefficient matrix and the

lagged values.
¢ Null hypothesis: Bjz = Boz = 0.

¢ Interpretation: The restrictions on the regression coefficients before realized and implied

volatilities are affected only by their own lags, not the lags of other variables.
Restricted VAR

RV =b1RVi_1 + bpplVi 1 + uyy
IV = bRV 1 + bl Vi1 + uy; (4.6.3)
y: = B1RVi_1 + B2IVi_1 + B3yi—1 + u¢
e Test: x? test on the joint distribution of the estimated coefficients.
X )

Results

1992 - 2000 2002-2007 2010-2019

Stocks 0.0108 0.0000 0.6290

Gold 0.0165
Euro-Dollar 0.0407
QOil 0.2041

¢ For stocks prices, in the sample period from 1992 to 2000 and 2002 to 2007, the p-
value is below 5%. This is robust to the variation of the ending date of the sub-sample
as the value is always below 5% whether we stop at 2007 or 2009. This means that

the assumption that stock volatilities are not affected by lagged economic variables are
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strongly rejected. Both realized and implied volatilities of stock prices are more likely to

be endogenous to macroeconomic variables.

¢ In the sample period from 2010 to 2019, the p-value is much higher. This implies that
the assumption that the coefficients of the lagged economic variables equal zero cannot
be rejected. In this later sample, realized and implied volatilities of stock prices are more

likely to be exoegnous to macroeconomics variables.

¢ The results are robust to changing lagged explanatory variables into leads, indicating
that the result is not due to the fact that volatilities may contain forward-looking infor-

mation.

For other assets, the processes of implied volatility start after 2008. So we only have the

2010-2019 sample.

¢ For gold prices, the p-value is below 5%, suggesting that the null hypothesis is strongly
rejected. The result is robust to changing the lagged variables into leads. Both realized
and implied volatilities of gold prices are more likely to be endogenous to macroeco-

nomic variables.

¢ For the Euro-Dollar exchange rate, the p-value is slightly below 5%, so the assumption
cannot be rejected. But using leads of the variables instead of lags yields a lower p-value,
suggesting that the exchange rate volatilities might be containing more forwarding look-

ing components, which are more likely to be endogenous to macroeconomic variables.

¢ For oil prices, the p-value is above 5%. The null of exogeneity is not rejected. However,
using leads of the variables instead of lags yields a much lower p-value, suggesting that
the oil volatilities might be containing more forwarding looking components, which are

more likely to be endogenous to macroeconomic variables.
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Uncertainty Index Industrial Output
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Figure 4.26: IRF to Uncertainty Shock (2008-2019)

Note: The figure shows the IRFs to identified uncertainty shock using Financial Uncertainty Index
(solid line) and Macro Uncertainty Index (dashed line) from Jurado et al. (2015). Sample is from 2008
to 2019. The shaded area shows [16, 86] and [5, 95] percent confidence interval for the uncertainty
shock using financial uncertainty index.
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Figure 4.27: IRF to Uncertainty Shock (2008-2019)

Note: The figure shows the FEVDs to identified uncertainty shock using Financial Uncertainty Index
(solid line) and Macro Uncertainty Index (dashed line) from Jurado et al. (2015).
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Figure 4.28: IRF to Uncertainty Shock (2008-2020)

Note: The figure shows the IRFs to identified uncertainty shock using Financial Uncertainty Index with
(solid line) and without Michigan Consumer Index (dashed line). Sample is from 2008 to 2020. The
shaded area shows [16, 86] and [5, 95] percent confidence interval for the uncertainty shock using
financial uncertainty index.
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Figure 4.29: IRF to Uncertainty Shock (2008-2020)

Note: The figure shows the FEVDs to identified uncertainty shock using Financial Uncertainty Index
with (solid line) and without Michigan Consumer Index (dashed line).
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Figure 4.30: IRF to Uncertainty Shock (2008-2020)

Note: The figure shows the IRFs to identified uncertainty shock using Financial Uncertainty Index with
(solid line) and Macro Uncertainty Index (dashed line). Sample is from 2008 to 2020. The shaded
area shows [16, 86] and [5, 95] percent confidence interval for the uncertainty shock using financial
uncertainty index.
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Figure 4.31: IRF to Uncertainty Shock (2008-2020)

Note: The figure shows the FEVDs to identified uncertainty shock using Financial Uncertainty Index
with (solid line) and without Michigan Consumer Index.
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Baseline Identification

Identification a la BDG

4.6.4 Theoretical Model

Solution to the Toy Model

We first compute the optimal asset holding

Ei[(1-7)d —g+u+ov; T[]
v(1+Q/L) 1+Q/L

S;i =

Given the optimal asset holding, the agents need to guess the values of E;[(1 — )d]| and
E; [1;], which requires the inference of ¢, and ¢; from the exogenous signal x = ¢, + ¢; and the

endogenous signal g

q =Yqa€a + qi€; + quu
d=¢,+ (q1/qa0)e1 + (qu/ga)u = €a + & + 1

Applying Gaussian Projection Theorem, we have

2.2 2 2 2.2 2
T 8'12‘712 T gu 2 8u% UIU +glg Ul Ul c (0 1)
77 202520252 | 020202 + 2020202 + Q2020202 ’
02+ + z‘f‘ggz guglaul 8381070307 + 703070} + §20307 07
_ guU O +gla (Tl
- 2
8381‘71 +gz‘72‘71 (81 +1)gz020%
1
— 2222
T ‘71 glgua 070y ( 1)
X 2 2 22 2 4
zt e >+ 2 Uz + g e T 22020207 + g2¢2070207 + g2020207 + Q2020 0R
222
glgua U

guglal ‘72+81‘72‘71 (81 +1)g3020%

where ¢, = q,/q, and g = 41/ qa-

E[d] = E;[d] =xg (159 + Texi) + xx; (=754 + (1 — ) x)
= (xgTy — k01 T) §+ (XaTe + k3 (1 — T4)) x

E[ll] =E; [ll] =X (—qu -+ (1 — Tx) x)

(4.6.4)

=—xTd+x (1 —7)x
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Taking these expectations back to the price equation yields

q=1—7)E[d +7E[L]+u
[

(1 =) [(xatg — kx0175) §+ (XaTe + 2, (1 — ) x| +y [-x0d + (1 — ) x| +u

Collecting the terms yields

q=[1—7) (xaty — kx;7) — y07] §+ [(1— ) (xqTc + 52, (1 — 7)) + 92, (1 — )] x +u

(1 =7ty — A=)ty —yat] G+ [(1—7) 0T+ (1= 7)xx (1 - %) + 90 (1 — )] x +u
(1= 7)xtg = (L =)k +9) x7g) 4+ [(1 = ) xaTe + (1= V) +9) % (1 — )] x + u

Expanding the expression for 4 and x yields

q=[1—-7)xst%+ (1 —7)x+7)x7] e
+ (A= 7)gutxa — (1= 71)x +7) gutyry +1] u
+ (1= 9)xT + (1 =) +7) 0T &

where 7, = T+ € (0,1) 7 =1— (4 w), & = g4 +T and § = 1 — (g7 + ).
Matching coefficients yield

9o =[(1 = 7)xTa + (1 —7)x +7) 017
7 =[(1—7)xg% + (1 —7)c+7) 0T]
qu = [(1 - 'Y)guqud — (I =7)x+7) SuTgX; + 1]

which pin down the coefficients guessed.

Asset-specific Uncertainty

In this simplified case, we omit from the homogeneous component in the expectation devia-

tion, u. Therefore, the guess for the price becomes

q =(qa€q + qi€l
g =¢eo+(q1/q0)e1 = €a + &
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Applying Gaussian Projection Theorem, we have

1

s 2,2 2
T = 8197 _ 030 _ U3
9=1 1 T 2252 4 20202 + 0202 o202 © o202 1 o2
gtetee 819700 T 81030 T 0a0r 8107 T 81% +
1
% 2.2 2 2.2
= o? o 810470, _ 810,
S T 22721 20202 + 0202 o202 + 202 1 o2
wtetes 8199 T80 +0i07 8197 + 8105 04

where g; = q;/4,. Since we have

q=(1-7)E[d] +7E[1]
= [(1=7)xaty = (1 =1+ 7) 11 4+ [(1 = 7)xate + (1= v)exy + ) 2 (1 — )] x
(I —=YxgT+ (A —7)x+7) 0Tl ea + [(1—7)xaT + (1= )+ ) T g

where 7, = 1, +7c € (01) 7 =1—- (g + %), T = @7+ 7, and & = 1 — (g7 + ).

Matching coefficients yield

9o =[(1—=7)xgT + (1 = 7))k + ) x7]
@ =11 =7)x%+ (1= 7)x+7) 0]
g (A= y)xgTa+ (1 —7)x+ ) 1]

81 :qj = (1= 7)1+ (1= 9)x +79) x1]

which pin down the coefficients guessed.

+ (1 =) +7) (1 — (97 + )]
(=)l + ) + (1=t 01— (4 %)
(U= y)xa(g + 810z + (1= 1)+ ) x,(g707 + 07 — g107) ]
B (1= y)xa(1+82)02 + (1 — y)x + ) x18707

o 0= Mrulem + o

Matching coefficients yields a cubic equation for g;:

0=[(1—7)x00 + (L= yx+7)x07] & — [(1 = y)xa07 + (1 = 7))k +7) xi07] &
+ (A =7 +7) 0058 — (1= 1)K +7) 07
0=[(1—)xg05 + (1= 1)k +7) xi07] (& — &) + (1 — 1)+ 7) x105(g — 1)

If ¢ # 1, the above expression can be reduced to

0=[(1—7)xa07 + (1= Vx+ ) 007] (8 — &) + (1= V)x +7) 10y
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Therefore, we have
A=+ (A% —4AB)V?

&= 24
where A = [(1 = 7)xq0%2 4+ (1 — 7)x + ) x07] and B = ((1 — )k + ) x,02.
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