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This study examines individuals’ perception of their own road-mortality risk using a
Swedish data set. Individuals’ subjective beliefs about their personal risk are compared
with the objective risk of his/her own age and gender group, which in this study is defined
as the respondents’ objective risk. Both descriptive statistics and regression results suggest
that low and high risk groups over- and underassess their risk levels, respectively. Having
access to individual-level data we also find that the probability of underassessment and the
size of risk bias is related to individual characteristics, e.g. gender. Individuals’ formation
of risk perception is also analyzed based on the Bayesian learning model. Even though
we find a positive relationship between perceived and objective risk, we cannot reject the
hypothesis that individuals are not Bayesian in updating their risk beliefs.
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1. INTRODUCTION

Individuals engage in risky activities on a daily

basis, some of which they do voluntarily, like smoking

or skiing, where for the latter the risk is part of

the benefit of the activity. Other hazards are part

of daily routines that cannot easily be avoided, e.g.

eating or commuting to work or school. If individuals

have accurate perceptions about risks, i.e. knowledge

about the true levels of risks they face, they will

be able to make well-informed decisions and expose

themselves to an optimal risk level.

1Toulouse School of Economics (LERNA, UT1, CNRS),
Toulouse, France⋆
Corresponding address: Toulouse School of Economics

(LERNA), 21 Allée de Brienne, 31000 Toulouse, France,
henrik.andersson@tse-fr.eu

Numerous studies have examined individuals’

perception of mortality risk (1), and the empiri-

cal evidence suggests that individuals misperceive

mortality risks. This bias does not only influence

individuals’ ability to make well-informed decisions,

it may also result in policy makers not allocating

resources in an optimal manner, since they may

base their decisions on objective risk measures or

experts’ assessments. Biased risk perception may

also have an impact on preference elicitation. For

instance, if individuals overassess mortality risks,

monetary estimates of reducing mortality risks may

be positively biased (2,3). Hence, knowledge about

individual risk perception is important not only
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from a research perspective, but also from a policy

perspective.

Most studies of risk beliefs examine how in-

dividuals perceive the risk of different hazardous

activities for a given population (4,5), and the evi-

dence from them strongly suggests that individuals

over- and underassess the probability of low and

high risk events, respectively (5,6,7,8,9). Benjamin and

Dougan (10) reexamined the data in Lichtenstein

et al. (6) and could not reject the hypothesis that

risk perceptions were unbiased when they controlled

for age cohorts. They suggested that risk perception

would be more accurate for risks relevant to the

individuals, i.e. the risk level of their own age group.

Their findings were also supported by the results

in Benjamin et al. (11). Armantier (9) questioned the

results in Benjamin et al. (11) and argued that they

were due to an anchoring effect. Armantier concluded

that the pattern in Lichtenstein et al. is a “salient

and robust phenomenon” (p. 54), but also found

evidence that supported the findings in Benjamin

and Dougan (10) that individuals perceive the risk of

their own age group more accurately.

The Bayesian learning framework has been

used to analyze this robust finding of over- and

underassessment of low and high level risks. The

framework provides an analytical tool to examine

how individuals’ form their risk perceptions (5,12)

and it has shown that the over- and underassess-

ment found is in line with a rational learning

process (13,4). Since risk information is both costly

and limited, individuals will only partly acquire the

information on risk levels and the risk bias will

persist. Hakes and Viscusi (5) and Andersson and

Lundborg (14) extended the analysis based on the

Bayesian learning framework by using individual-

level data. This enabled them to examine how

individual risk perception and bias are affected by

socio-economic and demographic factors. Based on

their analysis they found that several socio-economic

and demographic attributes, for instance education,

income, health status and gender, indeed influenced

individuals’ risk perception.

As explained, most previous research on risk

perception has focused on differences between per-

ceived and objective population risks. Andersson and

Lundborg (14) extended the analysis of mortality risk

perception and instead examined how individuals

perceive mortality risks to themselves. They studied

two risks, road-traffic and overall mortality risk, and

found a similar pattern to the one in the literature

on population risks for road-traffic mortality, i.e. an

over- and underassessment for low and high risk

groups, respectively. For overall mortality risk they

found that all groups underassessed the risk. Based

on evidence that individuals are more optimistic

about risks that they can control, Andersson and

Lundborg (14) assumed that they would be more

likely to underassess road-traffic risk. The finding

of a systematic optimism bias for overall but not

road-traffic risk was, therefore, contrary to what they

expected.
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In this study we further examines individuals’

perception of their own mortality risk by employing

the Bayesian learning framework on a Swedish data

set. This data set contains individual-level data on

the perception of own road-traffic mortality risk

and socio-economic and demographic characteristics.

Our aim is to analyze individuals’ perception of

their own road-traffic mortality risk and our specific

objectives are to examine if: (i) perceived risks

differ from objective risks, (ii) the probability of

underestimation varies in terms of demographic

characteristics, (iii) there is any correlation between

the magnitude of bias and individual characteristics,

and (iv) the risk perception formation of own risk

follows the pattern found in Lichtenstein et al. (6).

We follow the standard in the literature and use the

probability of death as the measure of the objective

risk. The objective risk of a specific individual is

defined as the objective risk of the respondents’ peers

(i.e. their own gender and age group). This definition

of objective risk follows the one in Andersson and

Lundborg (14) and since the risk perception question

has been framed in the same way in this and their

study we are able to examine how robust the findings

in Andersson and Lundborg (14) are. Since Andersson

and Lundborg (14) differ from previous research by

examining individuals’ own risk, and since their

finding regarding optimism bias was contrary to

expectations, it is of importance to examine if the

findings in Andersson and Lundborg (14) are robust.

The paper is structured as follows. The following

section briefly reports on previous findings in the

empirical literature on mortality risk perception, and

describes the Bayesian learning model. We thereafter

describe the data set used. Descriptive statistics

and regression results are then shown in section 4.

We discuss and relate our results to Andersson and

Lundborg (14) in section 5, before concluding the

study in section 6.

2. RISK PERCEPTION

2.1 Empirical findings

It is well established that lay people’s subjective

risk beliefs differ from objective risk measure (15,16).

Reasons for this difference are individuals’ known

difficulties of judging small probabilities (17,18), and

that lay people are more influenced in their percep-

tions by media coverage, own experience, etc., of the

hazards (19).

The empirical evidence also suggests that in-

dividual characteristics influence risk beliefs, and

one characteristic that has been thoroughly ex-

amined is gender. There is strong evidence that

females perceive risky activities as more danger-

ous than males do (20,21,22,23,24,25,26,27). The reason

for this gender difference has been debated, and

suggestions that the difference is biological, or

that women are less informed than men, have

been questioned (28,29,30,31,32). Plausible explanations

are rather that women dislike risk more than

men (33,34,35) and that men often have more to gain

from risky activities (23).

Other attributes that have been shown to
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influence risk perception are age, income level, and

education. Whereas the effect of age varies with

the type of hazard (25,36), income and education

level seem to reduce the individual perception of

risk (21,25). There is also evidence suggesting that

the more educated have a more accurate risk

perception (5). Further, it has also been found that

the presence of children in the household (25,23) and

negative experience of the hazardous activity (36,37)

increase the risk perception.

This study examines individuals’ perception of

their own traffic-mortality risk. The empirical evi-

dence would suggest that individuals will underassess

this risk for two reasons: (i) exposure to the risk

is to some degree voluntary, which means that

it is perceived as less “troublesome” compared to

involuntarily incurred risks (15), and (ii) optimism

bias is known to be greater for risks to oneself and

risks that are perceived controllable by one’s own

actions (38). Based on other empirical evidence, we

also expect the optimism bias to be larger for men

than for women (39), and larger for younger than for

older male drivers (37,40).

Andersson and Lundborg (14) did not find any

support for a systematic optimism bias, the sign

and size of the bias depended on gender and age.

The empirical evidence on risk perception and traffic

risk suggests a dependence on age and gender,

with females and older respondents having a higher

perception of risk (41,42). Research also suggests that

individuals’ perception of the risk of their own age

group is more accurate that their perception of

population risks or the risk of other groups (9,10,11,41).

Hence, based on the empirical evidence, we expect

females to be more likely to overassess their risk,

whereas the optimism bias is likely to be the largest

for young males.

2.2 Bayesian risk formation

Numerous studies have found evidence suggest-

ing that individuals update their risk perception in

a Bayesian manner (2,4,13,20,36,43,44). The Bayesian

learning model is outlined in several other pa-

pers (45,46) and for reasons of brevity the description

of the model is kept short here.

The basic concept of the Bayesian updating

process is illustrated in Figure 1. Individuals’ prior

risk beliefs are represented by the horizontal line.

When they obtain new information, for instance

through campaigns or their own experience, they

update their beliefs. If the new information resulted

in perfectly informed individuals, the perceived risk

would be represented by the 45 degree line. However,

empirical evidence suggests that learning is only

partial, and, hence, individuals overassess and under-

assess low and high probability events, respectively,

as represented by the unbroken line (5,6,9).

[Figure 1 about here.]

New risk information may take different forms.

We follow Viscusi (20) and assume that the individu-

als’ risk beliefs are determined by three sources of in-

formation; prior risk assessment (q), experience (a),
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and “specific risk information” (r). Experience refers

not only to experience of risky activities, but also

to demographic and socio-economic characteristics

that can be assumed to influence the individual’s

experience of the risks, e.g. gender or wealth level.

Specific risk information refers to information about

risks that the individual is exposed to, e.g. campaigns

about the risk of smoking, media coverage of earth

quakes, or information on safety rankings of cars.

Based on the information sources above, the

individual’s risk beliefs may be defined as a weighted

average of these sources,

p =
λ1q + λ2a+ λ3r

λ1 + λ2 + λ3
, (1)

where λ1, λ2,and λ3 denote the information content

associated with q, a, and r, respectively. To illustrate,

assume that λ3 = 0, i.e. the individual assign

zero weight to information about risk (r), then the

individual’s risk perception will be a function of

prior beliefs (q) and own experience (a). Now let

θi = λi/(λ1 + λ2 + λ3), i ∈ {1, 2, 3}, then Eq. (1)

may be written as,

p = θ1q + θ2a+ θ3r. (2)

Equation (1) may be used to predict how new and/or

changes in information content affect individual risk

perception. For instance, by differentiating Eq. (1)

with respect to λ3 we can predict how a change

in the informational content associated with risk

information affects the individual’s risk perception,

∂p

∂λ3
=

λ1(r − q) + λ2(r − a)

(λ1 + λ2 + λ3)2
, (3)

and, thus,

∂p

∂λ3
> 0 if r >

λ1q + λ2a

λ1 + λ2
. (4)

Equation (4) predicts that if the individual’s experi-

ence of the risk and prior beliefs are lower than the

specific risk information, then the perceived risk will

increase as a result of the individual assigning more

weight to the risk information.

3. STUDY DESIGN AND DATA

The data originate from a contingent valuation

(CVM) survey conducted in Sweden in the fall

of 2006. The aim of the survey was to elicit

respondents’ preferences for food and car safety, i.e.

their willingness to pay (WTP) to reduce the risk

of these activities. This study only analyzes the

information from the survey on the respondents’ risk

perception.2

The CVM survey was distributed to 1,898 ran-

domly chosen individuals as a postal questionnaire.

A total of 34 surveys could not be delivered because

of “recipient unknown” (e.g. the respondents had

moved or the address was incorrect), and after two

reminders a 49.4 percent response rate was achieved,

i.e. n = 920. The respondents received a paper

copy of the questionnaire, but were also informed

in the accompanying covering letter that they had

the option to complete the questionnaire on the

web. Only 49 respondents chose that option, and

2The respondents’ preferences for food and car safety are
analyzed in Sundström and Andersson (47) and Andersson
et al. (48), respectively.
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thus, with few exceptions, observations were from

respondents answering the paper questionnaire.3

The questionnaire consisted of five sections. The

first section contained questions mainly related to

food safety with a focus on risk perception, handling,

experience, etc. In the second section the respondents

faced an evaluation example. The aim of this section

was to train respondents in trading wealth for

safety. In order to communicate the risk and to

help respondents understand the magnitude of the

risk, a visual aid, in the form of a grid consisting

of 10,000 white squares with the risks visualized

as black squares, was included in this section (49).

The respondents were informed that the blackened

squares represented the risk level and they were also

presented with the actual probabilities the blackened

squares represented. The third section contained the

WTP question for food safety, and again the same

visual aid was used to communicate the baseline and

the change of the risk levels. The fourth section of

the questionnaire focused on car safety, whereas the

fifth and final section asked follow-up questions on

demographics and socio-economics.

The question about individual risk perception

used in this study was asked in the fourth section.

In order to test for framing effects on respondents’

WTP for car safety, two versions of the questionnaire

were constructed; one subsample with a monthly

scenario, and the other subsample with an annual

3For a fuller description of the survey and the subgroups, see
Sundström and Andersson (47).

scenario. Thus, baseline risks, risk reductions, and

payments were adapted to the time frame given. For

this study the answers to the monthly scenario have

been converted to annual values.

At the beginning of the section on car safety,

the respondents were informed that (freely translated

from Swedish):

The annual average risk of a fatal car crash is 7 in
100,000. The risk, though, is not only related to the
characteristics of the car itself, and we would, therefore,
like to ask some questions about your background as a
driver/passenger.

The annual average risk level was estimated as the

ratio between the number of annual fatalities in cars

and the number of cars in use. This risk measure,

which is not a probability measure but a risk ratio

since it can be larger than one, has been used in

hedonic price-risk studies in the car market to elicit

individuals preferences for car safety (50,51,52). Its

level is close to the population road-mortality risk

in Sweden, 6.42 per 100,000 (see Table II ), and

we believe it to be a good proxy for road-mortality

risk. Hence, we use the respondents’ answers about

car-mortality risk as a proxy for road-mortality risk,

and from now on the subjective risk in this study is

defined as the population road-mortality risk.

After being presented with the information

above, the respondents were then asked questions

about whether they had a driving licence, access to

a car in the household, driving or travelling distance

by car and traffic injury experience, before they were

asked about their own perceived mortality risk. This

question was framed as follows:



Perception of Own Death Risk 7

If the annual average risk of dying as a result of a car
crash is 7 in 100,000, what do you think is your own
annual risk of dying as a result of a car crash?

I think that the risk is . . . . . . in 100,000.

As explained above, to improve respondents’

understanding of the probability levels, the visual

aids were used twice in the survey. Since the visual

aids had been presented twice to the respondents

before the WTP scenario on car safety, it was decided

that it was not necessary to include the grid in that

section as well.

4. RESULTS

4.1 Descriptive statistics

The descriptive statistics of the survey are shown

in Table I . The last column shows mean values

of the general Swedish population of the relevant

age group (18-74) for variables chosen to examine

the representativeness of the sample. Besides the

proportion of female respondents, which is higher

compared with the general population, 59.6 vs. 49.6

percent, our sample appears to be representative of

the general Swedish population. The high share of

female respondents is assumed to be a result of the

fact that the first half of the survey concerned food

safety. Swedish women are still responsible for most

of the household food production (> 60%) (53), and

may therefore have a higher interest in food safey.

Self-reported health status was obtained by asking

respondents to mark their perceived health status on

a visual analog scale in the form of a thermometer

ranging from 0 to 100, where 100 was the best

imaginable health state (54).

[Table I about here.]

Objective and perceived risks for age groups and

gender are shown in Table II . Objective risks are

based on the number of fatalities over 8 years, i.e.

1999-2006. Per 100,000, the overall mortality risk

is 6.42, and 2.96 and 9.86 for women and men,

respectively. Table II also reveals that men have

a higher mortality risk for all age groups, and that

the mortality risk follows a U-shape over the life

cycle. That men are more likely to die in road traffic

and that the objective mortality risk is U-shaped

over age are not unique for Sweden (55).4 From an

international perspective, the road-mortality risk is

relatively low in Sweden.5

[Table II about here.]

Regarding perceived mortality risk, about half

of the respondents stated that their own risk was

lower than the average objective risk. However, due

to a small number of large values, the estimated

perceived arithmetic mean in Table I is higher

than the objective risk. In order to decrease the

distorting effect of outliers among respondents’

answers, we follow previous studies and focus on

geometric means (5,14).6 The geometric means of

perceived risk in Table II reveal that: (i) all female

4See, e.g., TrafficStats (http://www.traffic-stats.us) and/or
CARE (http://ec.europa.eu/transport/roadsafety/).
5See, e.g., references in previous footnote.
6Arithmetic means are shown in Table VI in the appendix.
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age groups, besides the youngest one, overassess

their risk, (ii) all male age groups underassess their

risk, and (iii) when men and women are grouped

together only the age group with the lowest objective

risk overassesses its risk, i.e. the age group 45-

54. Most of the differences between objective and

perceived risks are statistically significant. Regarding

overall means we find that males perceive their

risk to be higher than females but the difference is

not statistically significant. Moreover, females and

males over- and underassess their risks, respectively,

and the full sample underassesses the mortality

risk. These differences are statistically significant.

A scatter plot of the distribution of respondents’

perceived road-mortality risk can also be seen in

Figure 2.7

[Figure 2 about here.]

4.2 Regression results

This section contains the regression results in the

following order; a probit model on the probability

of underassessment, an OLS model on the absolute

magnitude of risk bias, and an OLS model on risk

formation.8

The results of the probability of underassessment

are shown in Table III . The coefficient estimates

7To make the scatter plot more informative, only observations

lower than 40 per 100,000 are shown in Figure 2. This means
excluding the answers from 32 respondents from the figure, of
which 6 respondents stated that their road-mortality risk was
between 1 and 20 percent.
8Since the probit and OLS are well known, we have
not included a description of the empirical models. For a
description of the models, see any textbook on econometrics.

show the marginal effect and reveal that women

are less likely to state that their risk is lower

than their peers (i.e. same gender and age group),

that Annual mileage is negatively related to the

perceived risk being lower than the objective risk,

and that those who have a driving licence are

less likely to state that their risk is lower than

their peers.9 Thus, two of the variables related to

road traffic experience are significantly negatively

correlated with underassessment. Moreover, the

number of children in the household aged 11-17

are also statistically significantly correlated with

underassessment. Further, we find that Income is not

statistically significant, a result that is also found

when household income is instead included as a

group variable.10

[Table III about here.]

Two regressions on the magnitude of risk bias

9The coefficient estimates in Table III denote marginal effects.

Let Φ(·), ϕ(·), x, x̄, and β, denote the standard cumulative
normal distribution, normal density function, explanatory
variables, mean value, and coefficients, respectively; then the

marginal effects are calculated as:

∂Φ(xβ)

∂x1
= ϕ(x̄β)β1.

10Table VII in the appendix shows results from a multinomial
logistic regression, where the probability of over- and under-
assessment is analyzed simultaneously. We have decided to use
the probability of underassessment in Table III as our main

results for two reasons: (i) the probability of underassessment
was estimated in Andersson and Lundborg (14) and one
objective of this paper is to test the robustness of their
findings, and (ii) since we do not have any information about a

reasonable band width for an accurate risk perception, chosen
band widths will be ad hoc. In Table VII results are shown
for the case when accurate perception is defined as Perceived∈
[Obj. − 1,Obj. + 1]. The robustness of the results has been

tested by running regressions with band widths 1.5 and 2.
Besides Driving licence in “Underassessors” and Female, the
results are sensitive to the chosen band widths.
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were run; one for those respondents who stated that

their risk was lower than the objective risk, and one

for those respondents who stated that their risk was

equal to or higher than the objective risk. The results

are shown in Table IV and for those respondents who

perceived their risk level to be equal to or higher than

their peers, no variables are statistically significant.

For the other group, the bias is larger for younger

respondents (reference group, Age 18-24 ), but the

bias is not monotonically decreasing with age. The

bias is also smaller for females, and for respondents

with a university degree.

[Table IV about here.]

Table V shows the results of risk perception

formation. Since we only have cross sectional data,

we do not have any information about prior risk

assessment. The first term of Eq. (2) is, therefore,

reflected by the intercept. We employ the same func-

tional form as Hakes and Viscusi (5) and Andersson

and Lundborg (14).11 To clarify, if respondents were

fully informed, the intercept would be zero, and the

coefficients of ln(Objective Risk) and ln(Objective

Risk)2 would be one and zero, respectively. The

results in Risk model 1, i.e. with other covariates

excluded, show that the intercept is statistically

11Perceived and objective risks were transformed by the
natural logarithm and a quadratic term of the objective risk
was included to allow for non-linearity. This resulted in the
following functional form,

ln(Road Mortality) = α0 +α1 ln(OR)+α2 ln(OR)2 +ZΓ+ ε,

where OR is the objective risk, Z and Γ denote vectors of in-
dividual characteristics and coefficient estimates, respectively,
and ε is the residual.

significant, whereas both objective risk variables are

not statistically significant. When including the other

covariates in Risk model 2, the risk variables are

still statistically insignificant and the intercept is

now also statistically insignificant. A joint test of

the intercept and ln(Objective Risk)2 being zero,

and ln(Objective Risk) being one, is rejected (p-

val.< 0.001) for Risk model 1 and Risk model

2. The results from Risk model 1 suggest that

the cut-off point for over- and underassessment is

4.68 · 10−5. In Risk model 2, the only covariates

that statistically influence the risk perception are

University, Household 0-3, and Driving licence. All

three variables increase the perceived risk.

[Table V about here.]

We do not find any statistically significant

correlation between perceived and objective risk.

However, the coefficient estimates from Risk model 1

show that the partial derivative for the range of the

respondents is between -0.16 and 0.55.12 The slope

is zero at the risk level 3.7 · 10−5 and the slope at

the mean objective risk is 0.19. The slopes at the

mean and for the highest risk group (men aged 20-

24) suggest that 0.19 and 0.55 of the risk information

is incorporated at these levels, respectively.

5. SUMMARY AND DISCUSSION

This study analyzes individuals’ perception of

their own road-mortality risk. Using data from a

12 ∂ln(Perceived)
∂ln(Objective)

= α1 + 2α2ln(Objective)
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new Swedish CVM study, it replicates the analysis

in Andersson and Lundborg (14) in order to test the

robustness of their results. We find that some but

not all the results are robust.13

Our results suggest that low and high risk

individuals over- and underassess their own road-

mortality risk, respectively. This finding is line with

the results in Andersson and Lundborg (14) and the

empirical evidence on population mortality risks, i.e.

over- and underassessment of low and high probabil-

ity events, respectively (5,6). Considering gender and

age, our results show that males underassess their

road-mortality risk, whereas all females, besides the

youngest age group, which has the highest objective

risk among females, overassess their road-mortality

risk. Moreover, for three of the female age groups,

18-19, 20-24, and 65-74, the perceived mean is close

to and not statistically significantly different from

the objective risk. Further: (i) overall subjective

risk is statistically significantly lower than objective

risk, (ii) males perceive their risk to be higher

13The question in Andersson and Lundborg (14) differs slightly
from the one in this study. Their question explicitly asked

respondents to think about their behavior and was stated as
follows:

In an average year the risk of dying in a traffic accident
for an individual in her/his 50s is 5 in 100,000. What
do you think your own annual risk of dying in a traffic
accident will be? Your risk may be higher or lower
than the average. Consider how often you are exposed
to traffic, what distances you travel, your choice of
transportation mode and how safely you drive.

I think that the risk is . . . . . . in 100,000.

Since this study asked respondents about own behavior before

the question about their own risk, we believe that the two
questions are comparable. A direct comparison of the results
is therefore possible and useful.

than females but the difference is not statistically

significant, (iii) males overall underassess their risk,

and (iv) females overall overassess their risk. The

findings (i)-(iii) are in line with Andersson and

Lundborg (14). Regarding (iv), female respondents in

Andersson and Lundborg (14) also overassessed their

risk, but in their study the overassessment was not

statistically significant.

The regression on the probability of underassess-

ment shows, as expected based on the descriptive

statistics, that females are less likely to underassess

their risk. We also find that Annual mileage is

negatively correlated with underassessment. Both

these results support the findings in Andersson and

Lundborg (14). We also find that respondents with

a driving licence are less likely to underassess their

road-mortality risk. Information about whether the

respondents had a driving licence was not available

in the data set used in Andersson and Lundborg (14),

but the results of this study combined with the

results of both studies suggest that Annual mileage

and Driving licence may be proxies for risk exposure

rather than skill or experience.

Regarding the size of the bias in respondents’ risk

perception, whereas no individual characteristics are

statistically significantly correlated with the size of

the bias for respondents with a subjective risk higher

than or equal to the objective risk, age, gender, and

a university degree are negatively correlated with the

size of the bias for underassessors. The age reference

group is respondents aged 18-24 and since the refer-
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ence group in Andersson and Lundborg (14) was 45-54

a direct comparison of the age effect is not relevant.

The reason why age 45-54 was used in Andersson

and Lundborg (14) was because respondents in their

study were informed about the objective risk of a

50 year old person. In our study respondents were

informed about the population risk. We find that

respondents with a university degree have a smaller

bias among underassessors, a result not found in

Andersson and Lundborg (14). Regarding the results

of other covariates in Andersson and Lundborg (14);

males’ risk bias was larger for both groups, Health

status was statistically significant with different

signs, and Annual mileage negatively and Income

positively influenced the risk bias among under- and

overassessors, respectively. Hence, besides the gender

effect among underassessors, the results differ.

In the regression on the formation of risk percep-

tion, we find no statistically significant correlation

between perceived and objective risks. Thus, we

cannot reject that individuals do not update their

risk perception in a Bayesian manner. However, the

partial derivative, which ranges from -0.16 to 0.55,

suggests a positive relationship between perceived

and objective risks above the baseline risk level of

3.7 · 10−5. These results are also close to those

in Andersson and Lundborg (14), where the partial

derivative ranged from -0.25 to 0.55, with a positive

slope above the risk level 3.8 · 10−5. Regarding other

covariates, having a university degree, children aged

0-3, and a driving licence increase the perception

of risk. These results differ compared to the results

in Andersson and Lundborg (14), where self-reported

health status, being male and having children aged 4-

17 reduced the risk perception, whereas income level

increased it.

6. CONCLUSIONS

Many of the findings in this study support the

results in Andersson and Lundborg (14). Over- and

underassessment for low and high risk groups are

confirmed, and the Bayesian updating process based

on objective risk reveals similar values between the

studies. The effect of individual characteristics on the

probability of underassessment, size of risk bias, and

risk formation for several variables differs, however,

between the studies. The result that females are more

likely to overassess their own mortality risk, and that

individuals who drive or travel more by car are less

likely to underassess their risk is robust, though.

Andersson and Lundborg (14) examine two mor-

tality risks, road and overall. They assumed that

individuals would perceive road-traffic risk to be

more controllable than overall risk, and thus to be

more affected by optimism bias. Their results that

road-mortality risk followed the pattern of over- and

underassessment, whereas all groups underassessed

overall mortality risk, therefore contradicted their

expectations. Since our results confirm their findings

on road-mortality risk, it may be that individuals

perceive road risk as more exogenous, whereas they

perceive their overall risk to be more under their own
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control. This could be explained by the fact that road

risk is affected by exogenous factors, such as other

road-users, weather conditions, etc., whereas overall

risk to a large extent is determined by individual

health factors, which can be influenced by decisions

on smoking, exercising, etc.

A weakness of our analysis is that the objective

risk is based on overall road-mortality risk, whereas

the respondents in the CVM study were presented

with and asked about car-mortality risk. The risk

measure in the CVM questionnaire was, however,

designed such that it would correspond closely to the

road-mortality risk, i.e. the annual car risk ratio of 7

is close to the road risk of 6.42 per 100.000. Moreover,

the respondents in Andersson and Lundborg (14)

were asked about their perception of road-mortality

risk, and the fact that the patterns of risk bias and

formation found in their study are supported by the

results in this study suggests that the formulation

may not be a crucial or decisive weakness.

The results of this study are of relevance to

both policy makers and those who study risk

behavior. Since individuals base their decisions on

their perceived risk, our findings are important for

understanding risky behavior (12,56,57,58). Hence, it is

important to know how individuals perceive their

own risk, not only how they perceive risk for the

population at large. Moreover, regulatory bodies,

such as environmental or health protection agencies,

have been found to be influenced by the public’s

perception of risk, when prioritizing between risk-

reducing policies and legislation (15,46,59). There is,

therefore, a chance that hazards are not prioritized

in an optimal way, with too much focus and resources

allocated to some specific risks and other hazards not

given the proper attention (60,2). By understanding

how individuals think and respond to risk, and

learning more about the public’s often present

risk bias, policy makers have a better chance of

designing effective risk policies and improving the

cost effectiveness of risk policy (5).

Another important policy implication of bias

in risk perception is its indirect effect on benefit-

cost analysis (BCA). The benefit of reductions in

premature mortality has been shown to be an

important element in BCA (61,62). But if, for instance,

the public perceives risks to be higher than they

actually are, monetary estimates of the value of risk

reductions would be higher than if the public was

better informed (2,3). There is extensive, and “strong

and quite diverse” (44) evidence that individuals are

rational in their decision-making involving risks in

the market (63), but there are also results which imply

that the estimated “risk-dollar” tradeoffs may not

always be accurate (64). When hypothetical markets

are used to elicit individuals’ WTP, there is evidence

of ordinal but not cardinal risk comprehension (65).

Hence, individuals seem to respond in a correct way

to risks, both in hypothetical and market scenarios,

but “their ability to perceive risk in a cardinally

correct way is questioned” (66).

It is well established that individuals experi-
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ence difficulties when evaluation uncertain events,

for instance gambles and health or environmental

risks. In addition to the problem of incomplete

and costly information individuals are often driven

by, e.g., emotions, heuristics, cultural factors, and

may have cognitive constraints processing all the

information, when forming their perceptions about

risks and uncertain outcomes (1,18,46,67). Therefore,

when individuals compare the benefits and the

costs of risky activities to achieve an optimal risk

level their decisions are often based on biased

risk beliefs (67,68). This study contribute important

knowledge about individuals’ perception of their own

mortality risk which further helps us understand

biases and formation of risk perception. In decisions

about risks, however, not only the risk perception

is based on individual judgement but also the

outcome. This paper has not addressed the latter.

Future research on the perception of possible gains

and losses would therefore be of interest to better

understand individual decision making under risk.
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Fig. 1. Nature of updating process. Source: Viscusi (1992)
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Table I . Summary statistics

Survey Sweden

Variable Description Mean Std. Dev. N Mean
Road mortality Risk perception 57.504 829.769 818 -
Road bias Difference between objective and 51.594 829.725 818 -

perceived risk in absolute terms.
Road underassess Dummy coded as one if respondents’ perceived risk 0.507 0.5 893 -

lower than objective risk for own age and gender.
Age Age of respondent. 46.583 15.439 893 44.7b

Health status Respondent’s self-reported health status. 89.093 12.265 842 -c

Female Dummy coded as one if female. 0.575 0.495 891 49.6b

Income Net monthly household income. (SEK) 25,455 13,348 880 22,639
Annual mileage Annual mileage by car (as driver and/or 1,307 812 872 1,390

passenger, 1 mile = 10 kilometers).
University Dummy equal to one if university degree. 0.367 0.482 881 0.35
Own accident Dummy coded as one if respondent has been 0.076 0.264 874 -

injured in a traffic accident.
Family accident Dummy coded as one if someone in respondent’s 0.108 0.31 864 -

household has been injured in a traffic accident.
Household 0-3 Number of household members 0-3 years of age. 0.121 0.371 840 -
Household 4-10 Number of household members 4-10 years of age. 0.232 0.66 840 -
Household 11-17 Number of household members 11-17 years of age. 0.354 0.853 840 -
Risk correct Dummy equal to one if respondent ranked five 0.235 0.425 879 -

fatality risks correctly.a

Driving licence Dummy coded as one if respondent has 0.882 0.323 882 0.82
a driving licence.

Access car Dummy coded as one if respondent has 0.881 0.324 859 0.74
access to a car in his/her household.

All prices are in 2006 price level. USD 1 = SEK 7.38 (www.riksbank.se, 2/11/2008)

a: The hazards were “Heart and vascular diseases”, “Lung cancer”, “Car accidents”, “AIDS/HIV”, and
“Food contamination”.
b: Age group 18-74.
c: Mean estimates from three other Swedish studies using the same VAS measure, 84.14 (69),

85 (70), and 85.37 (71).

Table II . Geometric mean road-mortality risk per 100,000 by sex and age groups

Objective riska Perceived risk

Age group Female Male Total Female N Male N Total N

18-19 6.94 18.44 12.84 5.65b 12 5.44 8 5.57 20
20-24 3.86 18.46 11.31 4.33b 30 7.60 30 5.73 60
25-34 2.54 9.93 6.31 4.88 78 5.12 62 4.99 140
35-44 2.40 8.58 5.56 5.22 105 5.76 60 5.41b 165
45-54 2.34 7.60 5.00 4.70 79 5.91b 63 5.21 143
55-64 2.84 8.53 5.69 4.29 87 5.50 78 4.84b 166
65-74 3.91 9.05 6.33 4.08b 53 4.46 52 4.27b 105
Overall mean 2.96 9.86 6.42 4.68 444 5.53 353 5.04 797
(95% C.I.) (4.23 : 5.19) (4.87 : 6.27) (4.65 : 5.46)
Wilcoxon rank-sumc: p-value = 0.29

a: Objective risk calculated on data from 1999-2006 (www.sika-institute.se, 10/10/07).
b: Not statistically significantly different from corresponding objective risk (95% C.I.).

c: H0: Perceived(Female)=Perceived(Male)
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Table III . Probability of underassessment of mortality risk

Variable Coeff.
Age 25-34 0.0729 (0.0847)
Age 35-44 0.0318 (0.0852)
Age 45-54 0.0485 (0.0844)
Age 55-64 0.0162 (0.0854)
Age 65-74 0.0850 (0.0917)
Health status 1.42e-04 (0.00196)
Female -0.598∗∗ (0.0319)
Income 7.12e-08 (1.81e-06)
Annual mileage -5.34e-05† (3.03e-05)
University -0.0598 (0.0466)
Own accident -0.100 (0.0918)
Family accident -0.0138 (0.0799)
Household 0-3 -0.141∗ (0.0639)
Household 4-10 0.0736† (0.0423)
Household 11-17 -0.0270 (0.0320)
Risk correct -0.0107 (0.0520)
Driving licence -0.180∗ (0.0706)
Access car -0.0971 (0.0798)
N 711

R̃
2

0.265

Significance levels : † : 10% ∗ : 5% ∗∗ : 1%

Robust standard errors in parentheses
The coefficient estimates denote marginal effects.
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Table IV . Risk bias for over- and underassessors
Sub. risk < Obj. risk Sub. risk ≥ Obj. risk

Variable Coeff. (Std. Err.) Coeff. (Std. Err.)
Age 25-34 -5.899∗∗ (0.778) 161.461 (212.142)
Age 35-44 -7.015∗∗ (0.802) -24.418 (125.365)
Age 45-54 -6.984∗∗ (0.805) 70.527 (144.086)
Age 55-64 -6.333∗∗ (0.783) 430.810 (485.543)
Age 65-74 -5.960∗∗ (0.796) 6.920 (159.359)
Health status -0.006 (0.011) 1.919 (2.836)
Female -3.710∗∗ (0.292) -590.492 (426.591)
Income 1.08e-05 (1.43e-05) -0.003 (0.002)
Annual mileage 2.67e-04 (1.93e-04) -0.173 (0.121)
University -0.527† (0.298) -107.810 (93.564)
Own accident -0.470 (0.540) -169.215 (144.668)
Family accident 0.239 (0.457) -61.425 (86.840)
Household 0-3 -0.163 (0.584) 0.399 (52.486)
Household 4-10 -0.277 (0.240) 70.369 (71.332)
Household 11-17 0.104 (0.166) 189.625 (151.081)
Risk correct -0.104 (0.313) 17.642 (104.224)
Driving licence -0.657 (0.495) 320.678 (276.211)
Access car 0.136 (0.498) -739.322 (765.760)
Intercept 12.262∗∗ (1.208) 957.908 (736.153)
N 350 317
R2 0.572 0.099

Significance levels : † : 10% ∗ : 5% ∗∗ : 1%

Robust standard errors in parentheses
Dependent variables: Absolute risk bias, i.e. |Obj. risk− Sub. risk|.
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Table V . Risk perception formation

Risk model 1 Risk model 2

Variable Coeff. (Std. Err.) Coeff. (Std. Err.)
ln(Objective Risk) -0.449 (0.501) 0.366 (0.956)
ln(Objective Risk)2 0.172 (0.152) 0.035 (0.189)
Age 25-34 -0.068 (0.241)
Age 35-44 0.016 (0.283)
Age 45-54 -0.031 (0.311)
Age 55-64 0.023 (0.251)
Age 65-74 -0.152 (0.185)
Health status 0.001 (0.004)
Female 0.477 (0.629)
Income -1.56e-08 (3.74e-06)
Annual mileage 8.67e-05 (6.26e-05)
University 0.153† (0.092)
Own accident 0.087 (0.135)
Family accident -0.014 (0.140)
Household 0-3 0.199† (0.116)
Household 4-10 -0.031 (0.069)
Household 11-17 0.080 (0.070)
Risk correct 0.099 (0.111)
Driving licence 0.479∗∗ (0.175)
Access car -0.005 (0.220)
Intercept 1.827∗∗ (0.363) -0.047 (1.622)

N 797 651
R2 0.007 0.048

Significance levels : † : 10% ∗ : 5% ∗∗ : 1%

Robust standard errors in parentheses

Table VI . Arithmetic mean road-mortality risk per 100,000 by sex and age groups

Objective riska Perceived risk

Age group Female Male Total Female N Male N Total N

18-19 6.94 18.44 12.84 101.94b 12 7.67 8 64.23b 20
20-24 3.86 18.46 11.31 5.36 30 53.84b 30 29.60b 60
25-34 2.54 9.93 6.31 21.89b 80 7.29b 64 15.40b 144
35-44 2.40 8.58 5.56 8.61 106 12.45b 60 10.00 166
45-54 2.34 7.60 5.00 147.00b 83 88.07b 64 120.57b 148
55-64 2.84 8.53 5.69 7.11 90 256.61b 81 124.61b 172
65-74 3.91 9.05 6.33 5.42 54 9.83b 54 7.63b 108
Overall mean 2.96 9.86 6.42 37.76 455 82.67 361 57.63 816
(95% C.I.) (-13.08 : 88.61) (-29.64 : 194.97) (0.54 : 114.71)
Wilcoxon rank-sumc: p-value = 0.28

a: Objective risk calculated on data from 1999-2006 (www.sika-institute.se, 10/10/07).
b: Not statistically significantly different from corresponding objective risk (95% C.I.).
c: H0: Perceived(Female)=Perceived(Male)
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Table VII . Multinominal logit

Underassessors Overassessors

Variable Coeff. (Std. Err.) Coeff. (Std. Err.)
Age 25-34 0.420 (0.527) 0.215 (0.555)
Age 35-44 1.183∗ (0.547) 1.197∗ (0.545)
Age 45-54 0.029 (0.538) 0.227 (0.519)
Age 55-64 0.651 (0.540) 0.754 (0.571)
Age 65-74 1.298∗ (0.647) 0.859 (0.683)
Health status -0.004 (0.014) -0.006 (0.013)
Female -2.098∗∗ (0.334) 1.048∗∗ (0.337)
Income -8.71e-06 (1.16e-05) -4.31e-06 (1.14e-05)
Annual mileage 1.04e-04 (1.92e-04) 1.18e-04 (1.87e-04)
University -0.125 (0.313) 0.225 (0.296)
Own accident -0.983 (0.636) -0.215 (0.599)
Family accident 1.288∗ (0.655) 0.899 (0.679)
Household 0-3 -0.152 (0.428) 0.568 (0.395)
Household 4-10 -0.344 (0.264) -0.422† (0.232)
Household 11-17 -0.151 (0.206) 0.051 (0.190)
Risk correct 0.300 (0.388) 0.410 (0.372)
Driving licence -1.362∗ (0.583) -0.383 (0.562)
Access car 0.394 (0.487) 0.536 (0.494)
Intercept 3.680∗∗ (1.394) 0.319 (1.342)

N 667

R̃
2

218.648
Significance levels : † : 10% ∗ : 5% ∗∗ : 1%

Accurate risk perception is the base outcome, with accurate defined as
Perceived∈ [Obj.− 1,Obj. + 1]




