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Abstract
Experimental evidence on worker responses to AI manage-
ment remains mixed, partly due to limitations in experimental
fidelity. We address these limitations with a customized work-
place in the Minecraft platform, enabling high-resolution be-
havioral tracking of autonomous task execution, and ensur-
ing that participants approach the task with well-formed ex-
pectations about their own competence. Workers (N = 382)
completed repeated production tasks under either human, AI,
or hybrid management. An AI manager trained on human-
defined evaluation principles systematically assigned lower
performance ratings and reduced wages by 40%, without ad-
verse effects on worker motivation and sense of fairness.
These effects were driven by a muted emotional response to
AI evaluation, compared to evaluation by a human. The very
features that make AI appear impartial may also facilitate
silent exploitation, by suppressing the social reactions that
normally constrain extractive practices in human-managed
work.

Introduction
Companies and organizations increasingly use AI-powered
algorithms to manage human workers (Dong, Bonnefon,
and Rahwan 2024; Kellogg, Valentine, and Christin 2020;
Wood 2021). In online customer service centers, AI pro-
grams monitor calls, screen activities, and keystrokes to as-
sess worker performance (Doellgast, Litwin, and Ter Haar
2021; Doellgast, Wagner, and O’Brady 2023). In large e-
commerce firms like Amazon, algorithmic management uses
wearable devices to track location and movements, creating
high-resolution depictions of worker activity in the physi-
cal world (Crawford 2021; Delfanti 2021). AI management
has been credited with increasing company profits and or-
ganizational efficiency (Sun et al. 2021; Yaraghi, Ramesh,
and Tayi 2024), but these gains often emerge through cost-
cutting strategies and intensified worker discipline — for ex-
ample, when AI-managed workers in gig economy sectors
such as ride-hailing and delivery service drive longer hours
for lower earnings (Bucher, Schou, and Waldkirch 2021;
Delfanti 2021; Muldoon et al. 2023; Rahman 2021; Wood
2021). Such conditions are fertile ground for worker back-
lash against AI management, which may take the form of
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gaming the system, disengaging from the platform, or orga-
nizing collective resistance (Anteby and Chan 2018; Doell-
gast, Wagner, and O’Brady 2023; Mohlmann and Zalman-
son 2018).

Yet, experimental findings on how workers respond to AI-
driven evaluation and compensation remain inconclusive —
leaving us without clear behavioral insight into the conse-
quences of AI management under controlled causal condi-
tions. Indeed, experimental studies have produced contra-
dictory evidence on how workers respond to AI manage-
ment. Some suggest that AI management can reduce motiva-
tion and task engagement (Ranganathan and Benson 2020;
Schlund and Zitek 2024), as it is perceived to be reduc-
tionistic and lack the subjective capacities required for fair,
respectful, or empathetic evaluation (Acikgoz et al. 2020;
Lee 2018; Dong, Bonnefon, and Rahwan 2024; Schlund and
Zitek 2024). In contrast, other studies report increased pro-
ductivity under AI management (Bai et al. 2020; Duani,
Barasch, and Morwitz 2024) when workers value the con-
sistency and impartiality of AI, particularly when expecting
biased treatment from human managers (Bigman et al. 2023;
Garvey, Kim, and Duhachek 2023; Jago and Laurin 2022;
Yalcin et al. 2022). These divergent findings reflect not only
theoretical tensions but, perhaps more importantly, method-
ological challenges in designing ecologically valid simula-
tions of AI management in a laboratory setting.

Specifically, controlled experiments often struggle to sim-
ulate the following features of real-world AI manage-
ment. Lack of real-time monitoring: Hypothetical scenar-
ios rarely recreate the psychological pressure of being eval-
uated and observed in real time, a hallmark of AI manage-
ment (Bucher, Schou, and Waldkirch 2021; Cameron and
Rahman 2022; Dong, Bonnefon, and Rahwan 2024). Re-
stricted autonomy in task execution: Stripped-down ex-
perimental tasks can be too restrictive in terms of the dis-
cretion and flexibility that workers have in achieving their
goals, which may confound reactions to AI management by
amplifying perceptions of control (Mohlmann and Zalman-
son 2018; Rahman 2021). Absence of motivational feed-
back loops: One-shot tasks fail to capture how repeated cy-
cles of AI evaluation and feedback affect workers’ perfor-
mance and motivation over time. Absence of evaluation-
based wages: Hypothetical scenarios do not tie performance
evaluations to actual contingent pay, limiting our ability to
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measure behavioral responses to wage reductions imposed
by AI management. Unfamiliar workplace: Unlike real
workers, who have a sense of their own competence, ex-
perimental participants are often assigned unfamiliar tasks
that leave them without meaningful expectations or bench-
marks against which to interpret AI evaluations (Barclay,
Bashshur, and Fortin 2017; Critcher and Dunning 2009;
Sitzmann et al. 2010). Simulated AI: Many vignette stud-
ies and experiments rely on pretended AI evaluations, which
elicit responses to the idea of AI rather than to actual ma-
chine behavior; and the idea of AI can be more aversive
than its real-world experience (Dong, Bonnefon, and Rah-
wan 2024; Jakesch, Hancock, and Naaman 2023; Tong et al.
2021).

To overcome these challenges and isolate the behavioral
consequences of AI-driven wage management, we devel-
oped a controlled yet ecologically rich experimental en-
vironment: the Iron Pickaxe Factory, a bespoke Minecraft
game server. Minecraft is a widely adopted platform for
training AI agents to imitate humans, navigate physical
environments, and collaborate with human partners (Am-
resh, Cooke, and Fouse 2023; Guss and et al. 2021; Hafner
et al. 2025). Its open-ended, programmable structure has
also made it increasingly valuable for behavioral research,
offering a flexible environment to study real-world cogni-
tion and behavior under controlled conditions (Bendell et al.
2024; Peters, Kyngdon, and Stillwell 2021; Simon and et al.
2022). In our customized Minecraft workplace, participants
repeatedly attempt to craft an iron pickaxe within a struc-
tured time window of 10 minutes, receiving a managerial
evaluation and contingent wage after each attempt. After
each evaluation, they report their fairness perceptions; and
before each new attempt, they report their motivational state.

This experimental setup systematically reconstructs the
key features of real-world AI management that laboratory
studies struggle to capture. Real-time monitoring: Work-
ers are supervised by a visible manager avatar through-
out task execution (Fig. 1), while the system captures fine-
grained behavioral data, including movement patterns, min-
ing actions, item acquisition, and time-to-completion met-
rics. Autonomy in task execution: The iron pickaxe task
allows multiple strategies for achieving the production goal,
granting participants meaningful discretion in how they ap-
proach their work. Dynamic motivational feedback loops:
Workers engage in repeated production cycles, each fol-
lowed by a performance evaluation and contingent com-
pensation, allowing us to track motivational dynamics over
time. Evaluation-based wages: Workers’ compensation is
directly tied to evaluated performance, replicating the eco-
nomic pressures of AI-managed labor and allowing us to
observe behavioral responses to wage reductions imposed
by AI versus human managers. Familiar workplace: Work-
ers are Minecraft players reporting different levels of self-
assessed skills, reflecting natural variation in worker ability
and ensuring that they have meaningful internal benchmarks
against which to interpret managerial evaluations. Genuine
AI management: Our experiment deploys two functioning,
specially trained AI managers that evaluate worker perfor-
mance in real time, ensuring that participants respond to ac-

tual algorithmic behavior rather than imagined representa-
tions of AI.

Figure 1: The experiment interface. An example of the in-
terface for workers under AI management. Workers com-
plete the iron pickaxe task for three repeated rounds, each
lasting 10 minutes.

With this experimental setup, we directly compare the ef-
fects of human versus AI management on worker evalua-
tions, wages, fairness perceptions, and motivational dynam-
ics. Here we show that an AI management system trained
on human-defined evaluation principles evaluated worker
performance more harshly than human managers, assign-
ing lower scores than workers expect based on their self-
assessment, and reduced wages by 40% compared to human
management. Critically though, fairness perceptions under
human management tracked the discrepancy between self-
assessment and evaluation, whereas they were less sensi-
tive to this discrepancy under AI management. As a re-
sult, because motivation tracked perceived fairness regard-
less of manager type, AI-managed workers stayed motivated
in spite of receiving lower wages, revealing a psychological
blind spot to exploitation by AI.

However, not all forms of AI management will produce
this pattern. Indeed, we tested a different AI system (a
decision-tree model trained on human assessments of anno-
tated gameplay videos) which evaluated workers even more
harshly, and decreased wages even more (60% on average).
However, this system led to a drop in fairness perceptions
and failed to decouple fairness from performance evalua-
tions, resulting in a drop in motivation. These findings sug-
gest that while AI management can reduce compensation
without backlash, this effect has boundary conditions: Some
systems will cross a psychological threshold where manage-
ment starts to feel like coercion, and compliance will give
way to resistance.

Results
Participants joined our customized game server using their
own Minecraft player account, and were randomly assigned



to one of four management conditions. In the Human man-
ager condition, workers were evaluated by another partici-
pant who had demonstrated top-tier performance during a
pre-experimental training phase (see Methods). In the AI-
R manager condition (R for ’Rules’), evaluations were pro-
vided by an algorithm trained on human-defined evaluation
principles (Lawler and Elliot 1996), based on the pace of ad-
vancement through the tech tree leading to an iron pickaxe.

Two additional conditions tested further variations in
evaluation sources. In the Human + AI condition, workers
were evaluated by a human manager who received a recom-
mendation from the AI-R system, allowing us to assess reac-
tions to ostensibly human evaluations that are more closely
aligned with AI-generated evaluations. In the AI-T manager
condition (T for ’Trees’), evaluations came from an alternate
AI system, a decision-tree model trained on the assessments
of experienced crowdworkers watching annotated gameplay
videos (Muldoon et al. 2023).

Prior to their first pickaxe attempt, all workers self-
assessed their Minecraft competence as beginner, interme-
diate, or advanced. After each pickaxe attempt, managers
evaluated workers using these same three categories, with
associated wages of ¢0 (beginner), ¢20 (intermediate), and
¢50 (advanced).

Manager evaluations. The modal evaluation by Human
managers was ‘advanced’ (23% beginner, 32% intermediate,
46% advanced), whereas the modal evaluation by AI-R was
‘intermediate’ (11% beginner, 88% intermediate, 1% ad-
vanced), and AI-T was split between ‘beginner’ and ‘inter-
mediate’ (47% beginner, 52% intermediate, 1% advanced).
As might be expected, evaluations in the Human+AI condi-
tion moved somewhat in between the Human and AI-R con-
ditions (17% beginner, 52% intermediate, 31% advanced).
Since we recorded workers’ self-evaluations (8% beginner,
61% intermediate, 31% advanced), we can measure discrep-
ancies between self-evaluations and managerial evaluations
across treatments (Fig. 2A). We conducted multilevel regres-
sion analyses to compare the propensity to downgrade or
upgrade workers (compared to self-evaluations) across con-
ditions. We find no credible evidence for a difference be-
tween the Human and Human+AI conditions (β = 0.18,
z = 0.35, p = .73, 95% CI [−0.86, 1.22] for downgrading;
β = −1.52, z = −1.68, p = .09, 95% CI [−3.29, 0.25]
for upgrading). Both AI-R and AI-T were less likely than
Human managers to upgrade workers (AI-R: β = −2.78,
z = −2.67, p = .008, 95% CI [−4.83, −0.74]; AI-T:
β = −3.29, z = −2.79, p = .005, 95% CI [−5.61, −0.98]).
AI-T was also more likely to downgrade workers (β = 2.99,
z = 5.11, p < .001, 95% CI [1.85, 4.14]), but there is no
evidence that AI-R was (β = 0.64, z = 1.21, p = .23, 95%
CI [−0.40, 1.69]).

Worker wages. AI managers paid workers less and de-
viated more from the payments workers could expect based
on their self-assessed competence (see Fig. 2D). While there
is no credible evidence of a difference in average wages
between the Human and Human+AI conditions (average
wages per round of ¢29 and ¢26, respectively; β = −0.20,
t = −1.84, p = .07, 95% CI [−0.41, 0.01]), both AI-R and
AI-T paid lower wages than Human managers (AI-R: ¢18,

a 40% reduction, β = −0.68, t = −6.35, p < .001, 95% CI
[−0.89, −0.47]; AI-T: ¢11, a 60% reduction, β = −1.11,
t = −10.30, p < .001, 95% CI [−1.32, −0.89]). Com-
pared to the Human manager condition, the deviation from
the expected payment based on self-assessment was larger
for Human+AI (β = −0.34, t = −2.79, p = .006, 95% CI
[−0.59, −0.10]), AI-R (β = −0.54, t = −4.44, p < .001,
95% CI [−0.79, −0.30]), and AI-T(β = −0.95, t = −7.66,
p < .001, 95% CI [−1.19, −0.70]) conditions.

Fairness perceptions. Workers rated the fairness of the
evaluation they received after each attempt at producing the
pickaxe. These fairness perceptions are displayed in Fig. 2B,
broken down by condition and by discrepancy between the
evaluation and workers’ self-assessed competence. A mul-
tilevel regression detected a significant effect of this dis-
crepancy: Workers felt treated more fairly when they were
evaluated the same (β = 0.72, t = 5.56, p < .001, 95%
CI [0.47, 0.98]) or better than they expected (β = 1.30,
t = 8.30, p < .001, 95% CI [0.99, 1.61]), compared to when
they were evaluated worse. This effect, however, was flat-
tened in the AI-R condition compared to the Human con-
dition, as detected by interaction effects (evaluated as same:
β = −0.41, t = −2.22, p = .026, 95% CI [−0.78, −0.05];
evaluated as better: β = −0.69, t = −2.37, p = .018, 95%
CI [−1.27, −0.12]). There was no credible evidence of such
an interaction in the other conditions (all β between −0.47
and 0.09, all p between .13 and .98). Overall, only the AI-
T condition significantly lowered fairness perceptions com-
pared to the Human condition (β = −0.41, t = −2.72,
p = .007, 95% CI [−0.70, −0.11]). There was no credi-
ble evidence of such an effect in the Human+AI condition
(β = −0.31, t = −1.91, p = .057, 95% CI [−0.63, 0.01]),
nor in the AI-R condition (β < 0.01, t < 0.01, p = .994,
95% CI [−0.33, 0.33]).

Motivation. Workers attempted the same task during
three consecutive rounds, allowing us to examine whether
fairness perceptions at round n predicted motivation at
round n+ 1 in different management conditions. As shown
in Fig. 2C, perceived fairness at round n significantly pre-
dicted worker motivation at round n+1 (β = 0.15, t = 3.93,
p < .001, 95% CI [0.08, 0.23]), while the relation was not
as strong in the AI-T condition (vs. the Human condition;
β = −0.11, t = −2.34, p = .02, 95% CI [−0.21, −0.02]).
Accordingly, since fairness perceptions only decreased in
the AI-T condition, we may expect that motivation only
decreases in the AI-T condition, which is what we found
(β = −0.14, t = −2.17, p = .03, 95% CI [−0.26, −0.01]).
There was no credible evidence of an impact on motiva-
tion in the Human+AI condition (β = −0.04, t = −0.66,
p = .51, 95% CI [−0.17, 0.08]), nor in the AI-R condition
(β = −0.07, t = −1.18, p = .24, 95% CI [−0.20, 0.05]).

Discussion
Our findings reveal that AI management can reduce wages
without damaging worker morale. Workers evaluated by the
AI system trained on human-defined rules (AI-R) received
lower evaluations and substantially lower wages, but did not
feel that they were treated unfairly, and maintained motiva-
tion over time. Key to this result is the fact that under human



Figure 2: Summary of the main results (worker N = 382). Both self-assessment and manager evaluation were implemented at
three levels: beginner ($0), intermediate ($0.2), and advanced ($0.5). Each level corresponds to a different bonus, as shown in
the parentheses. Fairness scores aggregate procedural and distributive fairness; segmenting the two dimensions yielded similar
results.

management, fairness perceptions closely tracked whether
workers were rated above, below, or in line with their self-
assessed skill. Under AI-R, this sensitivity to discrepancy
was substantially reduced. One likely explanation for this
flattened fairness response under AI-R is that algorithmic
decisions are often perceived as more objective and less in-
tentional (Bigman et al. 2023; Duani, Barasch, and Mor-
witz 2024; Jago and Laurin 2022; Lee 2018; Newman, Fast,
and Harmon 2020), and thus provoke weaker emotional re-
actions: People may be less inclined to attribute disrespect
to impersonal systems that operate without human discre-
tion. This interpretation is supported by the results from the
Human+AI condition. In that condition, where evaluations
were shaped by AI-R recommendations but delivered by a
human, fairness perceptions once again tracked discrepan-
cies with self-assessed skills.

These findings should be interpreted in light of several
limitations. First, although our main results hold for one
type of AI manager trained on transparent, human-defined
rules, they will not generalize to all AI systems. A second
AI manager in our study (trained on crowdsourced evalu-
ations of gameplay videos) issued even lower evaluations
and wages, but triggered declines in both fairness percep-
tion and motivation. This may reflect the severity of the
cuts, subtle differences in evaluative logic, or both. Second,
our participant sample consisted of Minecraft players, who

were predominantly male (70%) and relatively young (mean
age = 26, SD = 6.2), potentially limiting generalizability to
more diverse labor populations. Third, while the Minecraft
server allowed communication between human managers
and workers, we disabled this feature to ensure comparabil-
ity with AI-managed conditions. This reduces relevance to
workplaces where manager–worker communication plays a
central role. Fourth, workers could not communicate with
each other, preventing any form of collective resistance or
coordination. Finally, although the experiment lasted longer
than typical lab tasks (approximately 40 minutes), it remains
shorter than real-world employment relationships, and may
not capture the long-term effects of AI versus human man-
agement.

Despite common perceptions of AI management as ob-
jective and lacking intentionality (Bigman et al. 2023; Du-
ani, Barasch, and Morwitz 2024; Jago and Laurin 2022; Lee
2018; Newman, Fast, and Harmon 2020), our results suggest
that algorithmic objectivity may not be inherently neutral
when leveraged to normalize inequitable evaluation regimes.
Notably, both AI manager models incorporated human in-
puts. The rule-based model was designed using human-
defined metrics and was fitted to the distribution of human
evaluation data. The decision-tree-based model was trained
on crowd-sourced human evaluations of Minecraft game-
play videos. However, both AI managers deviated signifi-



cantly from human assessments and workers’ self-perceived
competence. These deviations were not random but system-
atically biased toward downgrades and underpayment. This
pattern reflects broader legitimacy issues in AI training prac-
tices. In particular, outsourcing annotation labor to crowd
workers without sufficient contextual understanding may re-
sult in misalignment with human intentions.

Our results are not good news. The very features that
make AI systems appear impartial can also make them
powerful instruments of silent exploitation, leading work-
ers to accept downgraded evaluations and lower pay with-
out protest. As AI management scales, its ability to neu-
tralize outrage and cut wages becomes a structural threat
to accountability. It will not be enough to evaluate AI sys-
tems based on efficiency or accuracy, especially in domains
where there is no clear ground truth about worker perfor-
mance. These systems must also be audited for their abil-
ity to bypass the social reactions that, while imperfect, have
traditionally helped limit exploitative outcomes in human-
managed work.

Methods
Participants. The gameplay video evaluation study (for
training the decision-tree AI model; NO. C2021-13), the cal-
ibration study (for the decision-tree AI model; NO. A2022-
16), and the official study (NO. A2023-02) all received
ethics approval from the ethics committee at the Max Planck
Institute for Human Development, and obtained informed
consent from the participants recruited from Prolific. We
had 382 workers (n = 94 in the human manager condition;
n = 95 in the AI-advised human manager condition; n = 98
in the rule-based AI condition; n = 95 in the decision-tree-
based AI condition) and 102 managers (n = 52 in the human
manager condition; n = 52 in the AI-advised human man-
ager condition). Simulation-based power analysis for mul-
tilevel regression models (Lafit and et al. 2021) suggested
that the sample size for workers was sufficient to detect
the manager effect on fairness perception with higher than
90% power at an alpha level of 0.05. Participants as workers
had a mean age of 25.9 years (SD = 6.2), and were pre-
dominantly males (70.0% males, 26.9% females, and 3.4%
other), residing in the US (24.6%), the UK (20.9%), Poland
(13.6%), Portugal (7.9%), and Germany (5.0%). Upon com-
pletion, all participants received a basic participation fee of
$7.8 for the 40-minute study. Participants in the manager
role received a bonus payment of $0.5 each round, while
others in the worker role received evaluation-compatible
bonuses of $0, $0.2, or $0.5 each round.

Design and procedure. Participants were scheduled
to join the multi-player experiment through a prescreen-
ing survey hosted on Qualtrics, which included questions
about their basic Minecraft knowledge, access to an ac-
tive Minecraft account, and available timeslots to play
Minecraft. Eligible participants were then organized into
groups and invited to the official experiment at their avail-
able time through their Prolific ID. Through a Qualtrics
survey, participants provided basic demographic informa-
tion, self-assessed Minecraft competence, and open-ended
text entries about how they expect AI and human managers

would evaluate performance, respectively. They were then
instructed to update their game to the latest version (1.19.4)
and join the experiment using the institution-hosted server
address.

After launching the experiment using a PC, all partici-
pants went through a practice session, familiarizing them-
selves with the iron pickaxe task in a training chamber.
Those who passed the training session first were assigned to
be managers, and other participants were randomly assigned
to be workers under different managers.

In the manager role, human managers could switch be-
tween different workers and monitor their performance in
real-time, while AI managers kept collecting workers’ be-
havioral data necessary for their evaluation. Both human
and AI managers were prompted to evaluate each assigned
worker’s performance at three levels: beginner, intermedi-
ate, and advanced. AI-advised human managers received a
recommendation from the rule-based AI before each evalu-
ation.

In the worker role, as shown in Fig. 1, participants were
constantly reminded of their manager identity, the task of
making an iron pickaxe, the present round, and remaining
time in the round. Except for the different evaluation mech-
anisms, workers in the two human manager conditions were
exposed to identical information (human avatar appearing
labeled with “Your manager is a human player”) — simi-
larly for workers in the two AI manager conditions (robot
avatar appearing labeled with “Your manager is an AI pro-
gram”). The procedure was identical in each round: par-
ticipants worked on the task for 10 minutes, and indicated
their motivation on four questions (enjoyment: “Did you
enjoy this task?”; effort: “Did you put a lot of effort into
this task?”; nervosity: “Did you feel pressured while doing
this task?” [reverse-coded]; autonomy: “Did you feel that
you have some choice about doing this task?”; adapted from
(Deci et al. 1994; Dong, Bonnefon, and Rahwan 2024); 1 =
not at all to 5 = extremely). They then received their man-
ager’s evaluation in the present round, and indicated their
fairness perceptions (α = 0.91 across six items; adapted
from (Colquitt 2001); procedural fairness: e.g., “Do you
think the evaluation procedure was applied consistently to
all workers?”, α = 0.82 across three items; distributive fair-
ness: e.g., “Do you think the evaluation result was justified,
given your performance?”, α = 0.94 across three items; 1 =
not at all to 5 = extremely). At the end of the game, work-
ers again provided open-ended text entries about assumed
standards of their own manager’s evaluations.
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