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Abstract. Variational steepest descent approximation schemes for the modified Patlak-Keller-
Segel equation with a logarithmic interaction kernel in any dimension are considered. We prove
the convergence of the suitably interpolated in time implicit Euler scheme, defined in terms of the
Euclidean Wasserstein distance, associated to this equation for sub-critical masses. As a consequence,
we recover the recent result about the global in time existence of weak-solutions to the modified
Patlak-Keller-Segel equation for the logarithmic interaction kernel in any dimension in the sub-
critical case. Moreover, we show how this method performs numerically in dimension one. In this
particular case, this numerical scheme corresponds to a standard implicit Euler method for the
pseudo-inverse of the cumulative distribution function. We demonstrate its capabilities to reproduce
easily without the need of mesh-refinement the blow-up of solutions for super-critical masses.
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1. Introduction. The Patlak-Keller-Segel (PKS) equation is widely used in
mathematical biology to model the collective motion of cells which are attracted
by a self-emitted chemical substance, being the slime mold amoebae Dictyostelium
discoideum a prototype organism for this behaviour. Moreover, the PKS equation
has become a paradigmatic mathematical problem since it shows a concentration-
collapse dichotomy: for masses larger than a critical value solutions aggregate their
mass, as Delta Diracs, in finite time while solutions exist globally and disperse collaps-
ing down to zero below this critical mass threshold. This coexistence of phenomena
in this simple-looking mathematical model makes appealing and difficult to develop
numerical schemes capable of dealing with both situations.

Historically, the first mathematical models in chemotaxis were introduced in 1953
by C. S. Patlak in [41] and E. F. Keller and L. A. Segel in [34] in 1970. Here, we focus
on the modified Patlak-Keller-Segel system for the log interaction kernel introduced
by B. Perthame, the second author and M. Sharifi tabar in [15]
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∂n

∂t
(t, x) = ∆n(t, x)− χ∇·[n(t, x)∇c(t, x)] t > 0 , x ∈ R

d ,

c(t, x) = − 1

dπ

∫

Rd

log |x− y|n(t, y) dy , t > 0 , x ∈ R
d ,

n(0, x) = n0 ≥ 0 x ∈ R
d .

(1.1)

Here (t, x) 7→ n(t, x) represents the cell density, and (t, x) 7→ c(t, x) is the concen-
tration of chemo-attractant. The constant χ > 0 is the sensitivity of the bacteria
to the chemo-attractant. Mathematically, it measures the interaction force between

∗Centre de Recerca Matemàtica, Universitat Autònoma de Barcelona, E-08193 Bellaterra, Spain
(blanchet@ceremade.dauphine.fr). Internet: http://www.ceremade.dauphine.fr/∼blanchet/.
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cells, and hence, the strength of the non-linear coupling. Note that, only in dimen-
sion 2, the logarithmic kernel is the Poisson kernel and the system (1.1) corresponds
to the variant of the Patlak-Keller-Segel model in the simplified version introduced by
W. Jäger and S. Luckhaus in [32]. In other dimension the log kernel has no physical
interpretation. However, as we will see below, this is a good “toy model” to study the
competition blow-up phenomenon versus global existence. Initial data are assumed
to verify

(1 + |x|2)n0 ∈ L1
+(R

d) and n0 logn0 ∈ L1(Rd) . (1.2)

The solutions satisfy the formal conservation of the total mass of the system

∫

Rd

n0(x) dx =

∫

Rd

n(t, x) dx.

Without loss of generality we assume that the total mass is 1, such that all the
parameters of the system are contained in the reduced parameter χ. The centre of
mass is also conserved as time evolves, and thus, we fix it to be zero for the sake of
simplicity,

∫

Rd

xn(t, x) dx =

∫

Rd

xn0(x) dx = 0.

We first remind that a notion of weak solution n in the space C0
(

[0, T );L1
weak(R

d)
)

,
with fixed T > 0, using the symmetry in x, y for the concentration gradient, was intro-
duced in [43] able to handle measure solutions, see also [42] for an alternative theory.
We shall say that n is a weak solution to the system (1.1) if for all test functions
ζ ∈ D(Rd),

d

dt

∫

Rd

ζ(x)n(t, x) dx =

∫

Rd

∆ζ(x)n(t, x) dx

− χ

2 d π

∫∫

Rd×Rd

[∇ζ(x) −∇ζ(y)] · x− y

|x− y|2 n(t, s)n(t, y) dx dy (1.3)

together with n(t = 0) = n0 in the distributional sense in (0, T ).

As proved in [12, 8, 15], this problem presents the following dichotomy: either
solutions blow-up in finite time for the super-critical case χ > 2d2π or rather solutions
exist globally in time and spread in space decaying towards a stationary solution in
rescaled variables as t→ ∞ in the sub-critical case χ < 2d2π.

Global improved weak solutions have been constructed for the system (1.1) in the
sub-critical case, χ < 2d2π, for d = 2 [25, 8] and d 6= 2 in [15]; and in the critical case
for d = 2 in [7]. Very recently, in [26], J. Dolbeault and C. Schmeiser investigate the
super-critical case in dimension 2. Accordingly, the regularisation of the logarithmic
kernel produces a defect measure when passing to the limit, accounting for a blow-up
phenomenon. In the sub-critical case, the proof of global existence of the improved
weak solutions relies on the decreasing character of a free energy functional for the
PKS equation given by:

t 7→ F [n](t) := S[n](t) +W [n](t) (1.4)
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where S[n] is the standard Boltzmann’s entropy and W [n] is the interaction energy
defined by

S[n](t) :=
∫

Rd

n(t, x) logn(t, x) dx

and W [n](t) :=
χ

2dπ

∫∫

Rd

n(t, x)n(t, y) log |x− y| dx dy.

The free energy F [n] is related to its time derivative, the corresponding Fisher infor-
mation, in the following way: consider a non-negative solution n ∈ C0([0, T ), L1(Rd))
of the Patlak-Keller-Segel system (1.1) such that n(1 + |x|2), n logn are bounded in
L∞((0, T ), L1(Rd)), ∇√

n ∈ L1((0, T ), L2(Rd)) and ∇c ∈ L∞((0, T )× R
d), then

d

dt
F [n](t) = −

∫

Rd

n(t, x) |∇ logn(t, x)− χ∇c(t, x)|2 dx. (1.5)

The functional F structurally belongs to the general class of free energies for interact-
ing particles introduced in [37, 19, 20] and further analysed in [23, 2]. The functionals
treated in those references are of the general form:

E [n] :=
∫

Rd

U [n(x)] dx+

∫

Rd

n(x)V (x) dx+
1

2

∫∫

Rd×Rd

W (x− y)n(x)n(y) dx dy

(1.6)
under the basic assumptions U : R+ → R is a density of internal energy, V : Rd → R

is a convex confinement potential and W : Rd → R is a symmetric convex interac-
tion potential. The internal energy U should satisfy the following dilation condition,
introduced in McCann [37]

λ 7−→ λdU(λ−d) is convex non-increasing on R
+. (1.7)

The most important case of application, as it is for our case, is U(s) = s log s, which
identifies the internal energy with Boltzmann’s entropy.

Continuity equations where the velocity field is formally derived from the varia-
tional derivative of free energy functionals of the type (1.6), given by

∂ρ

∂t
= div

(

ρ∇δE
δρ

)

, in (0,+∞)× R
d , (1.8)

appear in various contexts: the interest for a convex interaction potential energy
arose from its use in the modelling of granular flows: see the works of D. Benedetto,
E. Caglioti, the last author, M. Pulvirenti, G. Toscani and C. Villani [5, 6, 45, 50] and
the references therein for the physical background and related mathematical analysis.
Nice mathematical and physical reviews are provided in [49, Chapter 5] and [50].

A very powerful theory has been developed in the past decade starting from the
seminal paper by R. McCann [37] where the notion of displacement convexity for a
functional acting on probability measures was introduced. This notion provides func-
tionals of the form (1.6) with a natural convexity structure. However, the interacting
kernel W is itself required to be convex. Later, F. Otto [40] introduced a formal
Riemaniann structure giving sense to this family of equations (1.8) as the gradient
flow of the convex free-energy functional (1.8) with respect to a metric that induces
the euclidean Wasserstein distance for measures. Geodesics in Otto’s interpretation
correspond to optimal transportation pathways (or displacement interpolation),

ρt =
(

(1 − t)Id + t∇ϕ
)

#ρ0,

3



where T = ∇ϕ is the optimal static transport map between the endpoints ρ0 and ρ1.
On the other hand, a steepest descent scheme based on optimal transport of

measures was introduced in [33] for the linear Fokker-Planck equation, exhibiting
very nice properties. This scheme is now well understood and has been formalised for
a large class of degenerate parabolic equations in [1], and in a more abstract setting,
by L. Ambrosio, N. Gigli and G. Savaré [3] with the name of ’minimising movement
scheme’. The idea corresponds to a discrete version of the gradient flow or steepest
descent of the free energy under the Wasserstein metric structure, see Section 2 below
for precise definitions.

In our case, the free-energy functional shows a non convex interaction potential,
characteristic also of other models in mathematical biology [9, 12] and swarming [44].
To weaken the convexity assumption on the interaction kernel and to find under which
conditions stationary states continue to be global attractors of the dynamics are issues
of great interest for applications in mathematical biology.

The main results of this work, Theorem 3.4 and Proposition 4.3, show the con-
vergence of the Jordan-Kinderlehrer-Otto steepest descent discrete method [33] using
Otto’s interpretation of the PKS equation (1.1) as the gradient flow of the free-energy
functional for the sub-critical case and the exponential convergence towards a unique
stationary profile in scaled variables for the sub-critical one-dimensional case. The
first result recovers the available global existence results in the sub-critical cases for
the PKS equation in [12, 8, 15]. Moreover, we solve numerically this scheme in the
one-dimensional case showing its abilities on capturing the blow-up for super-critical
cases without the need of mesh-refinement.

The plan of this paper is the following: we first recall in Section 2.1 some recent
results on free energies and rescaled variables which allows to obtain a priori estimates.
We remind in Section 2.2 notions on optimal transport and on the Wasserstein distance
that we will use in Section 3 to prove the convergence of the scheme (3.1). The
exponential convergence towards a unique equilibrium is shown in the scaled one-
dimensional setting in Subsection 4.1. Finally, one-dimensional numerical simulations
are given in Subsection 4.2.

2. Preliminaries.

2.1. A priori estimates in the sub-critical case. Here, we review some as-
pects of the PKS model that were already used in [12, 8, 15, 7] as the main tools for
the proof of global existence of weak solutions in the sub-critical and critical cases,
respectively.

We will make a fundamental use of the Logarithmic Hardy-Littlewood-Sobolev
inequality [4, 16]: let f be a non-negative function in L1(Rd) such that f log f and
f log(1 + |x|2) belong to L1(Rd). If

∫

Rd

f(x) dx = 1

then
∫

Rd

f(x) log f(x) dx+ d

∫∫

Rd×Rd

f(x)f(y) log |x− y| dx dy ≥ − C(d) (2.1)

with C(d) := (1/2) logπ+(1/d) log[Γ(d/2)/Γ(d)]+(1/2)[ψ(d)−ψ(d/2)] where ψ is the
logarithmic derivative of the Γ-function. The Logarithmic Hardy-Littlewood-Sobolev
inequality (2.1) implies that the functional energy (1.4) is bounded from below if
χ = χc := 2 d2π.

4



Since we will work mainly in the sub-critical case χ < χc, it is clearer, although
not necessary, to solve the equation in rescaled variables. Let us define the rescaled
functions ρ and v by:

n(t, x) =
1

Rd(t)
ρ

(

τ(t),
x

R(t)

)

and c(x, t) = v

(

τ(t),
x

R(t)

)

(2.2)

with

R(t) =
√
1 + 2t and τ(t) = logR(t) .

The rescaled system is



























∂ρ

∂t
(t, x) = ∆ρ(t, x) +∇·{ρ(t, x) [x− χ∇v(t, x)]} t > 0 , x ∈ R

d ,

v(t, x) = − 1

d π
log | · | ∗ ρ(t, x)− 1

d π
τ(t) t > 0 , x ∈ R

d ,

ρ(0, x) = ρ0 = n0 ≥ 0 x ∈ R
d .

(2.3)

In the rescaled variables, the confinement potential V (x) = 1
2 |x|2 is added and

the free energy becomes

G[ρ] =
∫

Rd

ρ(x) log ρ(x) dx+
1

2

∫

Rd

|x|2 ρ(x) dx

+
χ

2 d π

∫∫

Rd×Rd

log |x− y| ρ(x) ρ(y) dx dy (2.4)

With the definition (1.3) we shall say that ρ is a weak solution to the system (2.3) if
for all test functions ζ ∈ D(Rd),

d

dt

∫

Rd

ζ(x) ρ(t, x) dx =

∫

Rd

∆ζ(x) ρ(t, x) dx−
∫

Rd

∇ζ(x) · x ρ(t, x) dx

− χ

2 d π

∫∫

Rd×Rd

[∇ζ(x) −∇ζ(y)] · x− y

|x− y|2 ρ(t, x) ρ(t, y) dx dy (2.5)

together with ρ(t = 0) = ρ0 in the distributional sense in (0, T ). The following Lemma
extracts enough information from this decreasing free energy to proceed.

Lemma 2.1 (A priori estimates). The functional G is bounded from below on the
set

K :=

{

ρ ∈ L1
+(R

d) :

∫

Rd

ρ(t, x) = 1, |x|2 ρ ∈ L1(Rd),

∫

Rd

ρ(t, x) | log ρ(t, x)| dx <∞
}

if and only if χ ≤ χc. In addition, if χ < χc we have on every subset {G ≤ C},
i) no concentration:

∫

Rd

ρ| log ρ| ≤ C,

ii) mass confinement:

∫

Rd

|x|2ρ ≤ C,

As a consequence, every level subset {G ≤ C} is equi-integrable.
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Proof. The first use of the Logarithmic Hardy-Littlewood-Sobolev inequality (2.1)
to bound from below the free energy G is due to [25]. Rewrite

G[ρ](t) = (1− θ)

∫

Rd

ρ(t, x) log ρ(t, x) dx+
1

2

∫

Rd

|x|2 ρ(t, x) dx (2.6)

+ θd

[

1

d

∫

Rd

ρ(t, x) log ρ(t, x) dx+
χ

2 d2 π θ

∫∫

Rd×Rd

ρ(t, x) ρ(t, y) log |x− y| dx dy

]

.

The Logarithmic Hardy-Littlewood-Sobolev inequality (2.1) controls the third term
if we choose θ = χ/χc. Because the function ρ log ρ is negative for small ρ, we need
to control somehow the density for large x. We use in fact the confinement potential,
i.e., the second momentum of ρ.

Lemma 2.2 (Carleman’s estimates). For any probability density u ∈ L1
+(R

d), if
the second moment

∫

Rd |x|2 u(x) dx and the entropy
∫

Rd u log u dx are bounded from

above, then u log u is uniformly bounded in L1(Rd) and we have
∫

Rd

u(x) | log u(x)| dx ≤
∫

Rd

u(x)
(

log u(x) +
1

2
|x|2
)

dx+ d log(4π) +
2

e
.

Proof. The proof goes as follows. Let ū := u 1l{u≤1} and m =
∫

Rd ū(x) dx ≤
∫

Rd u(x) dx = 1. Then

∫

Rd

ū(x)

(

log ū(x) +
1

4
|x|2
)

dx =

∫

Rd

U(x) logU(x) dµ−m
d

2
log (4π)

where U := ū/µ, dµ(x) = (4π)−d/2e−|x|2/4 dx. The Jensen inequality yields
∫

Rd

U(x) logU(x) dµ ≥
(∫

Rd

U(x) dµ

)

log

(∫

Rd

U(x) dµ

)

= m logm

and
∫

Rd

ū(x) log ū(x) dx ≥ m logm−m
d

2
log 4π − 1

4

∫

Rd

|x|2 ū(x) dx

≥ −1

e
− d

2
log(4π)− 1

4

∫

Rd

|x|2 u(x) dx .

Using
∫

Rd

u(x) | log u(x)| dx =

∫

Rd

u(x) log u(x) dx− 2

∫

Rd

ū(x) log ū(x) dx ,

this completes the proof.

We apply this lemma to obtain the first part of the result from (2.6):

G[ρ](t) ≥ (1− θ)

∫

Rd

ρ(t, x) | log ρ(t, x)| dx+
θ

2

∫

Rd

|x|2 ρ(t, x) dx+ C.

On the other hand, the functional G[ρ] has an interesting scaling property. For a
given ρ, let ρλ(x) = λdρ(λx). It is straightforward to check that ‖ρλ‖L1(Rd) = 1 and

G[ρλ] = G[ρ] + d

(

1− χ

χc

)

logλ+
λ−2 − 1

2

∫

Rd

|x|2 ρ dx .
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Since λ 7→ G[ρλ] is clearly not bounded from below if χ > χc, the proof concludes.

We shall also state another technical Lemma, which will plays a major role when
passing to the limit in the quadratic interaction contribution.

Lemma 2.3 (Doubling of variables). Assume fi ⇀ f in L1 and the family {fi}
is equi-integrable in the sense of Lemma 2.1, then fi ⊗ fi ⇀ f ⊗ f in L1(Rd × R

d).

Proof. Let ψ(x, y) denote any test function in L∞(Rd×R
d). For almost every x ∈

R
d define

limΨi(x) := lim

∫

Rd

fi(y)ψ(x, y) dy =

∫

Rd

f(y)ψ(x, y) dy =: Ψ(x)

Note that for any x, |Ψi(x)| and |Ψ(x)| are bounded by ‖ψ‖L∞ .

By Egorov’s theorem for any R > 0 and δ > 0, there exists a measurable set Xδ

such that |Xδ| < δ and Ψi uniformly converges to Ψ in BR \Xδ. We have

∣

∣

∣

∣

∫

Rd

[

Ψi(x) fi(x) −Ψ(x) f(x)
]

dx

∣

∣

∣

∣

≤
∫

BR\Xδ

∣

∣Ψi(x) fi(x) −Ψ(x) f(x)
∣

∣ dx+

∫

Xδ

∣

∣Ψi(x) fi(x)−Ψ(x) f(x)
∣

∣ dx

+

∫

Bc
R

∣

∣Ψi(x) fi(x)− Ψ(x) f(x)
∣

∣ dx

≤
∫

BR\Xδ

∣

∣Ψi(x) fi(x) −Ψ(x) f(x)
∣

∣ dx+ ‖ψ‖
∫

Xδ

fi(x) + f(x) dx

+ ‖ψ‖ 1

R2

∫

Bc
R

|x|2 [fi(x) + f(x)] dx .

Egorov’s theorem and the weak-L1 convergence of fi towards f ensures that the first
term is as small as desired by choosing i large enough. By the a priori estimates
in Lemma 2.1,

∫

Xδ
fi(x) dx and

∫

Xδ
f(x) dx can me made as small as desired by

choosing δ small enough, as well as the third term can be made as small as desired
by choosing R large enough.

2.2. Optimal transport and the Wasserstein distance. We recall some
standard results related to optimal transportation and Wasserstein distance that we
will use in the sequel of this paper. The interested reader can refer to the books of
C. Villani [49, 51] and the book of L. Ambrosio, N. Gigli and G. Savaré [3]. A short
summary of properties of the Wasserstein distance can be seen in [22].

Let µ and ν be in P(Rd) the space of probability measure in R
d, P2(R

d) the subset
of probability measures with finite second-momentum, Pac

2 (Rd) its subset formed by
the absolutely continuous measures with respect to Lebesgue and T be a measurable
map R

d → R
d. We say that T transports µ onto ν and we note ν = T#µ if for any

measurable set B ⊂ R
d, ν(B) = µ ◦T−1(B). We also say ν is the push-forward or the

image measure of µ by T i.e.

∫

Rd

ζ◦T (x) dµ(x) =
∫

Rd

ζ(y) dν(y) ∀ζ ∈ C0
b (R

d) . (2.7)
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The Wasserstein distance between µ and ν, dW can be defined by

d2W (µ, ν) := inf
T : ν=T#µ

∫

Rd

|x− T (x)|2 dµ(x) .

By Brenier’s theorem [10, 36, 38], see [49, Theorem 2.32, p.85] for a review, if µ is
absolutely continuous with respect to Lebesgue measure, then there is one measurable
plan T such that ν = T#µ and T = ∇ϕ for some convex function ϕ. As a consequence,

d2W (µ, ν) =

∫

Rd

|x−∇ϕ(x)|2 dµ(x) . (2.8)

The variational problem leading to the definition of the Wasserstein distance can be
relaxed to the linear program

d2W (µ, ν) = inf
Π∈Γ

{∫

Rd×Rd

|x− y|2 dΠ(x, y)

}

,

where Π runs over the set of transference plans Γ, that is, the set of joint probability
measures on R

d×R
d with marginals µ and ν. In fact, the infimum above is a minimum

by Kantorovich duality theorems [49, Chapter 1]. The optimal transference plan, in
case Brenier’s theorem applies, is given by Πo = (idRd ⊗∇ϕ)#µ.

Let us remind a simple consequence of the definition of the Wasserstein distance
for controlling averages [22, Corollary 2.4].

Lemma 2.4 (Convergence of averages with dW ). Given ζ a Lipschitz function
with Lipschitz constant L and µ, ν ∈ P2(R

d), then we have

∣

∣

∣

∣

∫

Rd

ζ(x) dµ−
∫

Rd

ζ(x) dν

∣

∣

∣

∣

≤ L dW (µ, ν).

Proof. Let Πo the optimal plan between µ and ν ∈ P2(R
d) for dW . Then

∫

Rd×Rd

|x− y|2 dΠo(x, y) = d2W (µ, ν),

and we can write

∫

Rd

ζ(x) dµ−
∫

Rd

ζ(x) dν =

∫

Rd×Rd

(ζ(x) − ζ(y)) dΠo(x, y).

Using that ζ is Lipschitz with constant L and estimating by Hölder’s inequality, we
get

∣

∣

∣

∣

∫

Rd

ζ(x) dµ−
∫

Rd

ζ(x) dν

∣

∣

∣

∣

≤
∫

Rd×Rd

|ζ(x) − ζ(y)| dΠo(x, y)

≤ L

∫

Rd×Rd

|x− y| dΠo(x, y) ≤ LdW (µ, ν),

giving the assertion.
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3. Time discretisation. We consider a time-step τ > 0, an initial datum ρ0 ∈
Pac
2 (Rd). We introduce the sequence (ρnτ )n∈N recursively defined by ρ0τ = ρ0 and

ρn+1
τ ∈ arg infρ∈K

{

G[ρ] + 1

2 τ
d2W (ρnτ , ρ)

}

. (3.1)

The Jordan-Kinderlehrer-Otto (JKO) steepest descent scheme can be viewed for-
mally as a time discretisation of the abstract gradient flow equation,

∂ρ

∂t
= −”∇W ”G[ρ] ,

where the space K ⊂ Pac
2 (Rd) is endowed with a formal riemannian structure com-

patible with the Wasserstein dW distance [40]. We refer to [40, 49, 3, 20] for a deeper
discussion and the rigorous sense of the ”∇W ” definition. Next lemma ensures that
this discrete scheme is well defined.

Lemma 3.1 (Existence of minimisers). Let ρ0 satisfies (1.2) and χ < χc, then
there recursively exists a minimiser to (3.1).

Proof. Introduce the function

K ∋ ξ 7→ G[ξ] + 1

2 τ
d2W (ρnτ , ξ) . (3.2)

By the a priori estimates in Lemma 2.1, this function is bounded from below. Consider
(ξk)k∈N a minimising sequence, without loss of generality, we can assume that it
satisfies G[ξk] ≤ G[ρnτ ] for all k ∈ N. Proceeding as in Lemma 2.1, we get

(1 − θ)

∫

Rd

ξk(x) | log ξk(x)| dx+
θ

2

∫

|x|2ξk(x) ≤ G[ρnτ ] + θ C(d) .

If χ < χc, then θ =
χ

χc
< 1 and this shows that ξk log ξk is bounded in L1(Rd).

The bound on the second momentum avoid vanishing, while the L1(Rd)-bound
on ξk log ξk avoid concentration: indeed,

∫

{ξk≥Q}

ξk dx ≤ 1

logQ

∫

{ξk≥Q}

ξk log ξk dx ≤ 1

logQ

∫

Rd

ξk | log ξk| dx ,

can be made as small as desired for Q > 1 large enough. Hence the family {ξk}k∈N ver-
ifies the hypotheses in Dunford-Pettis theorem, and thus, there exists a sub-sequence
still denoted (ξk)k∈N which converges weakly L1 to a density ξ∗.

It remains to prove that this candidate ξ∗ realises in fact a minimum of (3.2).
The weak-L1 lower semi-continuity of the entropy S, the second momentum and the
Wasserstein distance are well known, see [33, 3] and references therein. We will prove
that the quadratic interaction term is continuous for the weak-L1 convergence in our
situation. We split it into

∫∫

Rd×Rd

ξk(x) ξk(y) log |x− y| dx dy = A+ B + C,

9



with

A :=

∫∫

|x−y|<ε

ξk(x) ξk(y) log |x− y| dx dy,

B :=

∫∫

ε≤|x−y|≤R

ξk(x) ξk(y) log |x− y| dx dy

and C :=

∫∫

|x−y|>R

ξk(x) ξk(y) log |x− y| dx dy ,

where ε < 1 and R >
√
e.

Control of A(t). We use the duality inequality, ab ≤ ea + b log b− b.

∣

∣A
∣

∣ ≤
∫∫

|x−y|<ε

ξk(x)ξk(y)log
1

|x− y| dx dy

≤
∫

{

ξk(x)

∫

|x−y|<ε

α−1ξk(y) log(α
−1ξk(y))− α−1ξk(y) + exp

(

α log
1

|x− y|
)}

≤ α−1

∫

ξk(y) log(α
−1ξk(y))

∫

|x−y|<ε

ξk(x) dx dy +

∫

ξk(x) dx

∫

|z|<ε

1

|z|α dz.

By the L1(Rd)-bound on ξk log ξk,
∫

Xε
ξk is uniformly small on small sets Xε, and

therefore the last term can be made as small as desired uniformly in k by choosing ε
small enough and α < d.

Control of B. We shall use the Lemma 2.3 because log |x− y| is bounded on the set
{ε < |x− y| < R}
Control of C. For R >

√
e, R 7→ R2/ log R is an increasing function, so that

0 ≤ C ≤ 2 log R

R2

∫

R2

|x|2 ξk(t, x) dx .

Because we uniformly bound the second momentum, this can be made as small as
desired while choosing R large enough.

Finally, collecting terms we get that the difference
∣

∣

∣

∣

∫∫

Rd×Rd

ξk(x) ξk(y) log |x− y| dx dy −
∫∫

Rd×Rd

ξ∗(x) ξ∗(y) log |x− y| dx dy

∣

∣

∣

∣

can be made as small as desired by choosing ε and δ small enough, and r, R and k
large enough.

Remark 3.2 (Uniqueness of Minimisers). Since the functional G[n] is not convex,
we cannot conclude the uniqueness of minimisers for the discrete scheme, and thus,
the scheme (3.1) is defined by choosing any element realising the infimum as ρn+1

τ .
Each choice might in principle give rise to a solution in the limit τ → 0. It is an open
problem to deal with the uniqueness of solutions in the sub-critical case.

Now, we define the time interpolation of the discrete scheme as a family of Lips-
chitz curves (ρτ )τ>0 connecting every pair {ρnτ , ρn+1

τ } with a constant speed geodesic

10



in the interval [n τ, (n+ 1) τ). Accordingly for any t ∈ [n τ, (n+ 1) τ) we have,

dW (ρnτ , ρτ (t)) =
t− nτ

τ
dW

(

ρnτ , ρ
n+1
τ

)

.

Obviously ρτ (nτ) = ρnτ . This is possible due to Brenier theorem by defining the
displacement interpolant

ρτ (t) =

(

(n+ 1)τ − t

τ
Id +

t− nτ

τ
∇ϕn

)

#ρnτ

with ∇ϕn being the optimal map transporting ρnτ onto ρn+1
τ .

Remark 3.3 (Comparison to Literature). Let us point out that once the free
energy G[n] is bounded from below (Lemma 2.1) and the approximation scheme is
well-defined (Lemma 3.1), then [3, Theorem 11.1.6, pp. 288-289] applies. For the
convenience of the reader we give a shorter proof adapted to our problem. Our proof
is based on the founding idea of [33] proving the convergence of the ad-hoc scheme for
the linear Fokker-Planck equation. A nice sketch of the proof of [33] can be found in
[49, Section 8.4,pp. 256-262].

Theorem 3.4 (Convergence of the scheme as τ → 0). Under assumption (1.2),
if χ < χc then the family (ρτ )τ>0 admits a sub-sequence converging weakly in L1(Rd)
to a weak solution of (2.5).

Proof. We proceed in three steps:
Step 1.- A priori estimates in space and time: Since ρn+1

τ minimises (3.1) we
obviously have

G[ρn+1
τ ] +

1

2 τ
d2W (ρnτ , ρ

n+1
τ ) ≤ G[ρnτ ] .

As a consequence we obtain an energy estimate

sup
n∈N

G[ρnτ ] ≤ G[ρ0τ ], (3.3)

and a total square estimate

1

2 τ

∑

n∈N

d2W (ρnτ , ρ
n+1
τ ) ≤ G[ρ0τ ]− inf

n∈N

G[ρnτ ] . (3.4)

The right-hand side is bounded thanks to Lemma 2.1.

From the total square estimate (3.4) we deduce a 1
2 -Hölder-estimate in time of

(ρτ )τ≥0: indeed, for any 0 ≤ m ≤ n,

dW (ρmτ , ρ
n
τ ) ≤

√
2 τ

n−1
∑

k=m

1√
2 τ

dW (ρkτ , ρ
k+1
τ ) ≤

√
2 τ
√

(n−m)
√

G[ρ0τ ]− inf
n∈N

G[ρnτ ] .

11



As a consequence for any 0 ≤ s ≤ t

dW (ρτ (s), ρτ (t)) ≤ dW

(

ρτ (s), ρ
[ sτ +1]τ
τ

)

+ dW

(

ρ
[ sτ +1]τ
τ , ρ

[ t
τ ]τ

τ

)

+ dW

(

ρ
[ t
τ ]τ

τ , ρτ (t)

)

≤
([

s

τ
+ 1

]

− s

τ

)

dW

(

ρ
[ sτ ]τ
τ , ρ

[ sτ +1]τ
τ

)

+

√

2 τ

([

t

τ

]

−
[

s

τ
+ 1

])(

G(ρ0τ )− inf
n∈N

G(ρnτ )
)

+

(

t

τ
−
[

t

τ

])

dW

(

ρ
[ t
τ ]τ

τ , ρ
[ t
τ
+1]τ

τ

)

≤
√

6

(

G(ρ0)− inf
n∈N

G(ρn)
)

(t− s)
1
2 . (3.5)

Step 2.- Compactness: By the 1
2 -Hölder-estimate (3.5), ρτ is bounded in P2(R

d)
so the family {ρτ}τ>0 is tight. By the a priori estimates (Lemma 2.1), the family
{ρτ (t)}τ>0 can neither concentrate nor vanish and the family {ρτ (t)}τ>0 is equi-
integrable. In the other hand by the estimate (3.5) the curves ρτ (t, ·) are 1

2 -Hölder
continuous in time. Ascoli-Arzéla’s theorems yield the relative compactness of the
family (ρτ (t, ·))τ>0.

Finally {ρτ}τ>0 is relatively compact in C0([0, T ], L1
weak(R

d)) for any T > 0. As
a consequence, for any T > 0, there exists a sub-sequence still denoted (ρτ )τ>0, such
that (ρτ )τ>0 converges in C0([0, T ], L1

weak(R
d)) to a function ρ when τ goes to 0.

Step 3.- Approximate Euler-Lagrange equation in weak formulation:
Weak space derivative.- Let ζ be a test function and ∇ζ be a smooth vector field with

compact support. Let us define ∇ϕε with ϕε(x) := |x|2

2 + ε ζ. For ε small enough
∇ϕε is a C∞-diffeomorphism and DetD2ϕε = Det (Id + εD2ζ) > 0. We define ρε the
push-forward perturbation of ρn+1

τ by ∇ϕε:

ρε = ∇ϕε#ρ
n+1
τ .

Changing variables and using (2.7), we have

G[ρε](t) =
∫

Rd

log
ρn+1
τ (x)

DetD2ϕε
ρn+1
τ (x) dx+

∫

Rd

1

2
|x− ε∇ζ(x)|2ρn+1

τ (x) dx

+

∫∫

Rd×Rd

χ

2 d π
log |∇ϕε(x)−∇ϕε(y)| ρn+1

τ (x) ρn+1
τ (y) dx dy .

Alternatively we introduce the optimal map ∇ϕn which transports ρnτ onto ρn+1
τ .

By (2.8)

d2W (ρnτ , ρ
n+1
τ ) =

∫

Rd

|x−∇ϕn(x)|2ρnτ (x) dx . (3.6)

The map ∇ϕε ◦∇ϕn transports ρnτ on ρε. We do not know if this is the optimal map
however by definition of the Wasserstein distance

d2W (ρnτ , ρε) ≤
∫

Rd

∣

∣x−∇ϕε ◦ ∇ϕn(x)
∣

∣

2
ρnτ (x) dx . (3.7)
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Using the minimising property of the scheme (3.1), and combining (3.6) and (3.7) we
obtain

0 ≤ 1

2 τ
d2W (ρnτ , ρε) + G[ρε]−

1

2 τ
d2W (ρn+1

τ , ρnτ )− G[ρn+1
τ ]

≤ 1

2 τ

∫

Rd

(

|x−∇ϕn(x) − ε∇ζ◦∇ϕn(x)|2 − |x−∇ϕn(x)|2
)

ρnτ (x) dx

+
1

2

∫

Rd

((

|x− ε∇ζ(x)|2 − |x|2
)

− log
[

Det (Id + εD2ζ)
])

ρn+1
τ (x) dx

+
χ

2 d π

∫∫

(

log
∣

∣x− y + ε(∇ζ(x) −∇ζ(y))
∣

∣− log |x− y|
)

ρn+1
τ (x) ρn+1

τ (y) dx dy.

Dividing by ε and letting ε > 0 going to zero we find

0 ≤ 1

τ

∫

Rd

〈

∇ϕn(x)−x,∇ζ◦∇ϕn(x)
〉

ρnτ (x) dx+

∫

Rd

[−∆ζ(x)− x · ∇ζ(x)] ρn+1
τ (x) dx

+
χ

2 d π

∫∫

Rd×Rd

[∇ζ(x) −∇ζ(y)] · (x− y)

|x− y|2 ρn+1
τ (x) ρn+1

τ (y) dx dy .

Since we can change ε in −ε we have in fact

1

τ

∫

Rd

〈

∇ϕn(x) − x,∇ζ◦∇ϕn(x)
〉

ρnτ (x) dx =

∫

Rd

[∆ζ(x) + x · ∇ζ(x)] ρn+1
τ (x) dx

− χ

2 d π

∫∫

Rd×Rd

[∇ζ(x) −∇ζ(y)] · (x− y)

|x− y|2 ρn+1
τ (x) ρn+1

τ (y) dx dy . (3.8)

Weak time derivative.- Using the Taylor’s expansion

ζ(∇ϕn(x)) − ζ(x) =
〈

∇ϕn(x)− x,∇ζ◦∇ϕn(x)
〉

+O
(

|x−∇ϕn(x)|2
)

we can recast the left-hand side of (3.8) as

1

τ

∫

Rd

[ζ◦∇ϕn(x)− ζ(x)] ρnτ (x) dx+O

(

1

τ

∫

Rd

|x−∇ϕn(x)|2 ρnτ (t) dx
)

=
1

τ

(∫

Rd

ζ(x)ρn+1
τ (x) dx−

∫

Rd

ζ(x)ρnτ (x) dx

)

+O

(

1

τ
d2W

(

ρnτ , ρ
n+1
τ

)

)

.

We multiply (3.8) by τ and eventually obtain
∫

Rd

ζ(x)
[

ρn+1
τ (x)− ρnτ (x)

]

dx+O
(

d2W
(

ρnτ , ρ
n+1
τ

))

(3.9)

=τ

∫

Rd

[

∆ζ(x) + x · ∇ζ(x)− χ

2 d π

∫

Rd

[∇ζ(x) −∇ζ(y)] · (x − y)

|x− y|2 ρn+1
τ (y) dy

]

ρn+1
τ (x)dx.

Let 0 ≤ t1 < t2 be fixed times, m = [t1/τ ] + 1 and n = [t2/τ ]. By summing
equation (3.9) we have thanks to the total square estimate (3.4),

∫

Rd

ζ(x) [ρnτ (x)− ρmτ (x)] dx+O(τ) =

n−1
∑

k=m

τ

∫

Rd

[∆ζ(x) + x · ∇ζ(x)] ρk+1
τ (x) dx

− χ

2 d π

n−1
∑

k=m

τ

∫∫

Rd×Rd

[∇ζ(x) −∇ζ(y)] · (x− y)

|x− y|2 ρk+1
τ (x)ρk+1

τ (y) dx dy, (3.10)
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On the other hand, we can split

∫

Rd

ζ(x) [ρτ (t2, x)− ρτ (t1, x)] dx =

∫

Rd

ζ(x) [ρτ (t2, x)− ρnτ (x)] dx

+

∫

Rd

ζ(x) [ρnτ (x) − ρmτ (x)] dx+

∫

Rd

ζ(x) [ρmτ (x) − ρτ (t1, x)] dx .

By Lemma 2.4, we control the bordering averages,

∫

Rd

ζ(x) |ρmτ (x)− ρτ (t1, x)| dx ≤ C dW (ρmτ , ρτ (t1, x)) ≤ C dW (ρmτ , ρ
m−1
τ ) ≤ O(τ1/2) .

In addition, integrating in time Lemma 2.4 implies for all integer k, m ≤ k ≤ n− 1,

τ

∫

Rd

ψ(x)ρk+1
τ (x) dx =

∫ (k+1)τ

kτ

∫

Rd

ψ(x)ρτ (s, x) dx ds+O(τ dW (ρkτ , ρ
k+1
τ )) ,

where ψ denotes any bounded test function. Hence we can transform the discrete in
time sum (3.10) into a continuous time integration. Finally, the test contributions are
bounded in L∞((0, T )× R

d) so that the bordering time integrands are negligible,

∫ mτ

t1

∫

Rd

[∆ζ(x) + x · ∇ζ(x)] ρτ (s, x)dx ds

− χ

2 d π

∫ mτ

t1

∫∫

Rd×Rd

[∇ζ(x) −∇ζ(y)] · (x− y)

|x− y|2 ρτ (s, y)ρτ (s, x) dy dx ds = O(τ) .

Collecting all the terms we end up with

∫

Rd

ζ(x) [ρτ (t2, x)− ρτ (t1, x)] dx =

∫ t2

t1

∫

Rd

[∆ζ(x) + x · ∇ζ(x)] ρτ (s, x) dx ds (3.11)

− χ

2 d π

∫ t2

t1

∫∫

Rd×Rd

[∇ζ(x) −∇ζ(y)] · (x− y)

|x− y|2 ρτ (s, y) ρτ (s, x) dy dx ds+O(τ1/2).

Step 4.- Passing to the limit: The relative compactness of the family of curves
{ρτ}τ>0 in C0([0, T ], L1

weak(R
d)) for any T > 0, allows to pass to the limit in the

linear parts of (3.11) because ∇ζ and ∆ζ are bounded in L∞(Rd). The quadratic
last term of (3.11), coming from the concave interaction energy, is more difficult to
handle with. Actually, we shall make another use of the doubling of variables’ trick:
ρτ ⊗ ρτ ⇀ ρ⊗ ρ thanks to the equi-integrability, obtained in Lemma 2.3. In addition,
recall that the convergence is uniform in time thanks to Ascoli-Arzéla’s theorems, and
that equi-integrability bounds are also uniform with respect to τ . We can thus pass
to the limit when τ goes to zero in (3.11) to obtain for any t1, t2

∫

Rd

ζ(x) [ρ(t2, x)− ρ(t1, x)] dx =

∫ t2

t1

∫

Rd

[∆ζ(x) + x · ∇ζ(x)] ρ(s, x) dx ds

− χ

2 d π

∫ t2

t1

∫

Rd×Rd

[∇ζ(x) −∇ζ(y)] · (x − y)

|x− y|2 ρ(s, y)ρ(s, x) dy dx ds ,

which is a formulation of the weak solution as defined in (2.5).
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Remark 3.5 (Original variables). This theorem is true in original variables (1.1)
locally in time, when we consider the free energy (1.4) with minor changes, see
also [33]. However, the long time asymptotics are better understood in scaled vari-
ables (see the numerical results, Section 4.2.1).

Remark 3.6 (Comparison to Literature). Rigorous convergence of numerical
schemes were first obtained by F. Filbet in [29] in the non-radial case. His approach
relies on the entropy and the Gagliardo-Nirenberg-Sobolev’s inequality. However, in
our case as we crucially use the free energy functional we are able to prove in Theo-
rem 3.4 the convergence of the JKO scheme for all values χ < χc, where χc is known
to be optimal. It is worth noticing that the ’minimising movement’ scheme is very
expensive numerically in dimension greater than one, at least as a direct implicit dis-
cretisation detailed in Section 4.2. Whereas the two-dimensional PKS model is much
more manageable following [29].

Beyond the optimal threshold, there is another result arguing on this alternative
scheme’s behalf. Namely for a given τ the solution {ρnτ }n is shown to converge towards
the unique stationary state, with explicit exponential rate in the one-dimensional case,
see next section Proposition 4.3.

Remark 3.7 (Non-linear diffusions). The ongoing work extends to non-linear
diffusions, under suitable assumptions, ∆f(n) without deeper difficulty. The main
points is that the free energy should be bounded from below – this results from a bal-
ance between diffusion at high density level (diffusion must be super-linear at infinity
above the optimal threshold) and at low density level (basically f(u) & uα where
α > max(1/2, 1 − 2/d) preventing mass to escape too fast towards infinity), see [14]
and [18].

Remark 3.8 (Radial case). In the two-dimensional radial case, one can write
a closed equation for the mass inside a ball, see [39]. The equation for this radially
cumulative function is a local one-dimensional parabolic equation of Burger’s type
which can be solved in a standard way. As we shall see, we also deal, in dimension 1,
with the cumulative distribution functions but leads to a non-local equation. The radial
case has already been treated by several authors, see for instance [11]. Let us also note
that in radial coordinates we loose the gradient flow structure of the equation which is
the basis of the JKO scheme.

4. One-dimensional Case. In the case of the real line, consider µ and ν two
absolutely continuous measures with respect to the Lebesgue measure, of respective
densities f and g. Let∇ϕ be the optimal map which transports µ onto ν. In dimension
bigger than one the optimal map is the solution of the following so-called Monge-
Ampére equation

f = g◦∇ϕ DetD2ϕ .

which is fully non-linear and cannot be solved in general. However in dimension one, it
is a increasing rearrangement as we will discuss below. Let F and G be the cumulative
functions of f and g. As the cumulative distribution function is non-decreasing we
can define the pseudo-inverse function by

V (z) = F−1(z) := inf{x : F (x) ≥ z} .
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By Brenier’s theorem and the definition of the image measure (2.7), we have

F (x) =

∫ x

−∞

f(y) dy =

∫ ϕ′(x)

−∞

g(y) dy = G◦ϕ′(x) .

Hence, the transport map can be stated explicitly ϕ′ = G−1◦F and the Wasserstein
distance can be expressed in the following more tractable way

d2W (µ, ν) =

∫ 1

0

|F−1(w) −G−1(w)|2 dw . (4.1)

In fact, G−1◦F is the optimal map for all convex costs in dimension one [49, Theo-
rem 2.18].

This expression of the one-dimensional Wasserstein distance has been used for
non-linear diffusions and non-linear non-local friction equations in granular media [21,
35, 17] to analyse the long-time asymptotics and the contraction properties with re-
spect to Wasserstein distances of those equations. Moreover, these ideas have first
been used in [30, 31] for numerical purposes. Explicit in time numerical schemes for
the equations of the inverse distribution function are proposed keeping the contrac-
tion of the Wasserstein distance at the discrete level. Here, we prefer to solve it by
an implicit in time Euler scheme since it coincides with the JKO scheme through
the representation (4.1) and moreover, the contraction property of the Wasserstein
distance is not true due to the lack of convexity of the functional G.

More precisely, let Fn and Fn+1 be the cumulative distribution functions as-
sociated respectively to ρnτ and ρn+1

τ . By the expression (4.1) of the Wasserstein
distance on the real line, the scheme (3.1) can be rewritten in terms of Vn = F−1

n

and Vn+1 = F−1
n+1 as the gradient flow of the inverse distribution function subject to

L2−metric structure:

Vn+1∈ arg inf{W : (W−1)′∈K}

[

G̃[W ] +
1

2 τ
‖W − Vn‖2L2(0,1)

]

where

G̃[W ] := −
∫ 1

0

logW ′(w) dw +

∫ 1

0

|W (w)|2 dw +
χ

π

∫ 1

0

log |W (w) −W (z)| dw dz .

Here the metric is Euclidean, hence the Euler-Lagrange equation associated to this
minimisation problem is

Vn+1 − Vn
τ

= −∇G̃[Vn+1] ,

where ∇ is the usual gradient operator in L2(R). This Euler-Lagrange equation can
be rewritten

−Vn+1(w)− Vn(w)

τ
=

∂

∂w

[

(

∂Vn+1(w)

∂w

)−1
]

+ Vn+1(w) + χH [Vn+1] (4.2)

where H̃ is related to the Hilbert transform and is defined by

H̃ [V ](w) :=
1

π
lim
ε→0

∫

|V (w)−V (z)|≥ε

1

V (w) − V (z)
dz .
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For sake of simplicity we assume that the space step is constant, equal to h. If we
set V i

n := Vn(ih), for any i = 0 · · ·N , and Nh = 1, the finite difference discretisation
in space of (4.2) is the following implicit Euler scheme in rescaled variables,

− V i
n+1 − V i

n

τ
=

1

V i+1
n+1 − V i

n+1

− 1

V i
n+1 − V i−1

n+1

+ V i
n+1

+
χh

π
lim
ε→0

∑

j:|V i
n+1

−V j
n+1

|≥ε

1

V i
n+1 − V j

n+1

. (4.3)

with initial condition V0 = ρ0. We impose Neumann boundary conditions in the
ρ−problem (2.3), i.e. for any n, 1

V N
n −V N−1

n

= 0 and 1
V 1
n−V 0

n
= 0, so that the ’centre of

mass’ is conserved:

∀n
N
∑

i=0

V i
n = 0.

The solution at each time step of the non-linear system of equations is obtained by
an iterative Newton-Raphson procedure.

Remark 4.1 (Higher dimensions). A way to extend the previous numerical
scheme to higher dimensions is to solve an equivalent L2 gradient flow for diffeomor-
phisms proposed in [28]. The price to pay is that one needs to solve a fully non-linear
coupled system of d partial differential equations.

4.1. Exponential Convergence in 1-D. Here comes the second main improve-
ment and motivation for this numerical scheme. In addition to convergence as the
time step goes to zero, we are able to show that for a fixed τ > 0, the discrete solution
converges to a unique steady state as time goes to infinity. First we prove existence of
this steady state equilibrium, see Proposition 4.2. Uniqueness and convergence follow
from Proposition 4.3.

Proposition 4.2. Let (V i)i be an increasing sequence. The discrete free energy
functional defined as

G̃h[V ] = −
N−1
∑

i=1

h log

(

V i+1 − V i

h

)

+
1

2

N
∑

i=1

h|V i|2 + χ

2π

N
∑

i=1

N
∑

j=1, j 6=i

h2 log |V j − V i|,

is coercive and bounded from below if χ(1− h) < χc = 2 π.

Proof. We shall adapt to the discrete setting the so-called Logarithmic Hardy-
Littlewood-Sobolev (2.1) and Carleman inequalities, see Lemma 2.2.
Step 1: A discrete Logarithmic Hardy-Littlewood-Sobolev inequality. We
will prove the following discrete Logarithmic Hardy-Littlewood-Sobolev inequality

N
∑

i=1

N
∑

j=1,j 6=i

h2 log |V j − V i| ≥ (1− h)

N−1
∑

i=1

h log

(

V i+1 − V i

h

)

+ Ch. (4.4)

Observe that the space step h modifies the apparent space dimension: the factor
dh := 1 − h replaces d = 1 in front of the entropy term. Observe also that the
correcting factor dh is the only admissible one for homogeneity reasons. In fact, when
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V is multiplied by λ > 0 (think of λ→ 0 or λ→ ∞), then inequality (4.4) is violated
if dh 6= 1 − h: the additional term h(N − 1)

(

hN − (1 − h)
)

logλ comes out, and
hN = dh.

The left-hand-side in (4.4) can be reorganised as following, where the increasing-
ness of (V i)i is crucially used:

N
∑

i=1

N
∑

j=1,j 6=i

h2 log |V j − V i| =
N
∑

i=1

N
∑

j=i+1

h2 log(V j − V i) +

N
∑

i=1

i−1
∑

j=1

h2 log(V i − V j)

≥
N−1
∑

i=1

N
∑

j=i+1

h2 log(V i+1 − V i) +

N−1
∑

k=1

k
∑

j=1

h2 log(V k+1 − V j)

≥
N−1
∑

i=1

h2(N − i) log(V i+1 − V i) +
N−1
∑

k=1

h2k log(V k+1 − V k)

=

N−1
∑

i=1

h(hN) log(V i+1 − V i)

= dh

N−1
∑

i=1

h log

(

V i+1 − V i

h

)

+ Ch ,

which proves the discrete Logarithmic Hardy-Littlewood-Sobolev inequality (4.4).
Step 2: A discrete Carleman inequality. We shall prove next the following
inequality:

−
N−1
∑

i=1

h log

(

V i+1 − V i

h

)

+
1

2

N
∑

i=1

h|Vi|2 ≥ Ch. (4.5)

Introduce the median of the sequence (V i)i, that is select k0 such that |V k0 | =
min |V k|. Within this choice we have in particular: V k ≤ 0 for k < k0 and V k ≥ 0
for k > k0. Thus we obtain

−
N−1
∑

i=1

h log

(

V i+1 − V i

h

)

+
1

2

N
∑

i=1

h|V i|2

≥ −
N−1
∑

i=1

h log
(V i+1 − V i

h

)

+
1

2

N
∑

i=1,i6=k0

h|V i|2

= −h(N − 1)

k0−1
∑

i=1

1

N − 1
log
(

(V i+1 − V i)e−
1
2
|V i|2

)

− h(N − 1)

N−1
∑

i=k0

1

N − 1
log
(

(V i+1 − V i)e−
1
2
|V i+1|2

)

+ Ch

≥ −h(N − 1) log

[

1

N − 1

(

k0−1
∑

i=1

(V i+1− V i)e−
1
2
|V i|2+

N−1
∑

i=k0

(V i+1− V i)e−
1
2
|V i+1|2

)]

+ Ch

≥ Ch ,

thanks to Jensen inequality, and the peculiar choice of k0. The last minoration step
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comes from:

k0−1
∑

i=1

e−
1
2
|V i|2(V i+1 − V i) +

N−1
∑

i=k0

e−
1
2
|V i+1|2(V i+1 − V i)

≤
k0−1
∑

i=1

e−
1
2
|V i|2 |V i|+ e−

1
2
|V k0−1|2 |V k0 |+ e−

1
2
|V k0+1|2 |V k0 |+

N−1
∑

i=k0

e−
1
2
|V i+1|2 |V i+1|

≤ Ch ,

because the function e−
1
2
|X|2 |X | is uniformly bounded and |V k0 | ≤ min{|V k0−1|, |V k0+1|}.

Step 3: Coercivity of the discrete free energy. As a by-product of discrete
Logarithmic Hardy-Littlewood-Sobolev and Carleman inequalities we obtain the fol-
lowing coercivity a priori estimate ensuring the existence of a minimiser (which is the

stationary state we are looking for). Define θ =
χ(1− h)

2π
< 1 and deduce from the

discrete Logarithmic Hardy-Littlewood-Sobolev inequality (4.4) that

G̃h[V ] ≥ (1− θ)

(

−
N−1
∑

i=1

h log
(V i+1 − V i

h

)

)

+
1

2

N
∑

i=1

h|V i|2 + Ch . (4.6)

Then apply the discrete Carleman inequality (4.5) to eventually obtain

G̃h[V ] ≥ θ

2

N
∑

i=1

h|V i|2 + Ch,

As a by-product we obtain existence of a stationary state realised as a minimiser
of the free energy functional. Indeed, it remains to show that a minimising sequence
cannot ”blow-up” in the sense that Vi+1 −Vi is prevented to vanish. If so, this would
contradict the upper-bounded obtained above in (4.6).

Proposition 4.3 (Convergence in the sub-critical case). Assume that χ(1−h) <
χc. Then the solution of the numerical scheme (4.3) converges to the unique steady-
state of the problem with exponential rate.

Proof. First we need the following two characterisations of the unique equilibrium
state. The uniqueness will in fact follow from the convergence proof, as we shall see
later (Remark 4.4). The discrete function (V i

∗ )i is an equilibrium if and only if

∀i 0 =
1

V i+1
∗ − V i

∗

− 1

V i
∗ − V i−1

∗

+ V i
∗ +

χ

π

∑

j 6=i

h
1

V i
∗ − V j

∗

, (4.7)

or equivalently

∀k (V k+1
∗ − V k

∗ )







χ

π

k
∑

j=0

N
∑

i=k+1

h
1

V i
∗ − V j

∗

−
k
∑

i=0

V i
∗







= 1. (4.8)

To see that (4.7) and (4.8) are equivalent, rewrite the latter as

∀k 1

V k+1
∗ − V k

∗

=
χ

π

k
∑

j=0

N
∑

i=k+1

h
1

V i
∗ − V j

∗

−
k
∑

i=0

V i
∗ ,
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then ’derive’ the ongoing expression in a discrete way,

1

V k+1
∗ − V k

∗

− 1

V k
∗ − V k−1

∗

=
χ

π

k
∑

j=0

N
∑

i=k+1

h
1

V i
∗ − V j

∗

− χ

π

k−1
∑

j=0

N
∑

i=k

h
1

V i
∗ − V j

∗

− V k
∗

=
χ

π

N
∑

i=k+1

h
1

V i
∗ − V k

∗

− χ

π

k−1
∑

j=0

h
1

V k
∗ − V j

∗

− V k
∗ .

We proceed as computing the time evolution of the L2−distance between Vn and
the stationary state V∗.

1

2τ

(

‖Vn+1 − V∗‖2− ‖Vn − V∗‖2
)

=
1

2τ

∑

i

h(V i
n+1 − V i

n)(V
i
n+1 + V i

n − 2V i
∗ )

=
∑

i

h
V i
n+1 − V i

n

τ
(V i

n+1 − V i
∗ )−

1

2τ

∑

i

h(V i
n+1 − V i

n)
2.

We then input the evolution equation for Vn+1 − Vn, and obtain thanks to (4.7),

1

2τ

(

‖Vn+1 − V∗‖2 − ‖Vn − V∗‖2
)

≤ −
∑

i

h
( 1

V i+1 − V i
− 1

V i − V i−1
− 1

V i+1
∗ − V i

∗

+
1

V i
∗ − V i−1

∗

+ V i − V i
∗ +

χ

π

∑

j 6=i

h
1

V i − V j

−χ
π

∑

j 6=i

h
1

V i
∗ − V j

∗

)

(V i − V i
∗ )

= An +Bn + Cn,

where V stands for Vn+1 without any ambiguity. We integrate by part the first
(diffusion) contribution,

A = −
∑

i

h
( 1

V i+1 − V i
− 1

V i − V i−1
− 1

V i+1
∗ − V i

∗

+
1

V i
∗ − V i−1

∗

)

(V i − V i
∗ )

=
∑

i

h
( 1

V i+1 − V i
− 1

V i+1
∗ − V i

∗

)

(V i+1 − V i+1
∗ − V i + V i

∗ ).

We have carefully used the boundary conditions 1
V N−V N−1 = 0 and 1

V 1−V 0 = 0. We
can rewrite A using zero-homogeneity of the last expression, namely

A =
∑

i

hγ
(V i+1 − V i

V i+1
∗ − V i

∗

)

,

where γ(λ) = 2 − λ − λ−1 is concave and non-positive. The second contribution
coming from variables rescaling is obvious but crucial, namely

B = −
∑

i

h(V i − V i
∗ )

2 = −‖Vn+1 − V∗‖2.

The last (interaction) contribution is more tricky to handle with, and involves variables
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doubling, as it is known from granular media, see [21]. We have

C = −χ
π

∑

i

h
(

∑

j 6=i

h
1

V i − V j
−
∑

j 6=i

h
1

V i
∗ − V j

∗

)

(V i − V i
∗ )

= − χ

2π

∑

i,j,i6=j

h2
( 1

V i − V j
− 1

V i
∗ − V j

∗

)

(V i − V j − V i
∗ + V j

∗ )

= − χ

2π

∑

i,j,i6=j

h2γ
(V i − V j

V i
∗ − V j

∗

)

.

Notice that the above expression is symmetric between the two possible choices i < j
and j < i. We shall also make use of the concavity property of γ as following,

C = −2
χ

2π

∑

j<i

h2γ
(

∑

j≤k<i

V k+1 − V k

V k+1
∗ − V k

∗

· V
k+1
∗ − V k

∗

V i
∗ − V j

∗

)

≤ −χ
π

∑

i<j

h2
∑

j≤k<i

γ
(V k+1 − V k

V k+1
∗ − V k

∗

)V k+1
∗ − V k

∗

V i
∗ − V j

∗

= −χ
π

∑

k

hγ
(V k+1 − V k

V k+1
∗ − V k

∗

)

(V k+1
∗ − V k

∗ )

k
∑

j=0

N
∑

i=k+1

h
1

V i
∗ − V j

∗

≤ −
∑

k

hγ
(V k+1 − V k

V k+1
∗ − V k

∗

)

(V k+1
∗ − V k

∗ )







χ

π

k
∑

j=0

N
∑

i=k+1

h
1

V i
∗ − V j

∗

−
k
∑

i=0

V i
∗







,

where we have used the fact that Dk :=
∑k

i=0 V
i
∗ is a non-positive quantity for all k.

Let us prove this last claim. Indeed, Dk+1 − Dk−1 − 2Dk = V k+1
∗ − V k

∗ ≥ 0.
Hence, Dk+1 − Dk ≥ Dk−1 − Dk. Since DN = 0 and D0 = V 0

∗ ≤ 0, there exists
k0 such that (Dk)1≤k≤k0

is non-decreasing and (Dk)k0≤k≤N is non-increasing. As a
consequence Dk ≤ D0 ≤ 0 for any integer k, 1 ≤ k ≤ k0 and Dk ≤ DN = 0 for any
integer k, k0 + 1 ≤ k ≤ N which proves the assertion.

At this stage we bring in the alternative representation of the stationary solu-
tion (4.8), so that A+ C ≤ 0. As a consequence we obtain

1

2τ

(

‖Vn+1 − V∗‖2 − ‖Vn − V∗‖2
)

≤ −‖Vn+1 − V∗‖2. (4.9)

We finally get the exponential convergence rate,

‖Vn − V∗‖2 ≤
( 1

1 + 2τ

)n

‖V 0 − V∗‖2.

If τ is small, we can thus approximate log(1+2τ) ≈ 2τ and
(

1
1+2τ

)n

≈ exp(−2nτ) ≈
exp(−2t). Thus, the bound on the rate, we find, does not depend on the parameter
χ < χc.

Remark 4.4 (Uniqueness of Stationary Solution). We can deduce a posteriori
the uniqueness of the equilibrium. As a matter of fact let consider another equilibrium
state Ṽ∗ and set Vn+1 = Vn = Ṽ∗ in the above computations. We eventually obtain
‖Ṽ∗ − V∗‖ ≤ 0 from (4.9), which proves the uniqueness.
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To complete the picture, we shall prove here that the discrete approximation (4.3)
(without the drift term) ”blows-up” in finite time in the supercritical case (1−h)χ >
χc, in the sense that the iterations cannot be recursively handled forever. In fact
at some point some increment V i+1

n − V i
n may vanish, breaking the scheme. We

proceed as for the continuous viriel method, by computing the evolution of the ”second
momentum”, that is the L2−norm of (Vn) in this context. It is shown to vanish
eventually in finite time, which is an obstruction.

Proposition 4.5 (Blow-up of the discrete solution). Assume we are in the
supercritical case χ(1−h) > χc then the Keller-Segel steepest-descent scheme (without
a drift term) blows-up in finite time.

Proof. We follow exactly the proof of Proposition 4.3, where integration by parts
and symmetrisation of the ”kernel” were already performed.

1

2τ

(

‖Vn+1‖2 − ‖Vn‖2
)

=
1

2τ

∑

i

h(V i
n+1 − V i

n)
(

V i
n+1 + V i

n

)

=
∑

i

h
V i
n+1 − V i

n

τ
V i
n+1 −

1

2τ

∑

i

h
(

V i
n+1 − V i

n

)2

≤
∑

i

h
V i
n+1 − V i

n

τ
V i
n+1

≤
∑

i

h





1

V i+1 − V i
− 1

V i − V i−1
+
χ

π

∑

j 6=i

h
1

V i − V j



V i

= A+B ,

where V stands for Vn+1 without any ambiguity. In fact

A =
∑

i

h
V i+1 − V i

V i+1 − V i
= 1 ,

and, doubling the sum,

C = − χ

2π

∑

i,j,i6=j

h2
V i − V j

V i − V j

= −χh
2

2π
N (N + 1) = −χ(1− h)

2π
.

Thus, in case of (1 − h)χ > χc the second momentum decreases at least linearly in
time, ensuring ”blow-up” after a finite time.

Remark 4.6 (Original Variables). When coming back in the continuous setting
to the original variables n(t, x) by (2.2), we are not able to show even that

n(t, x) = n∞(t, x) +OW (1),

where n∞ is the dilatation of the stationary state,

n∞(t, x) =
1

1 + 2t
V∗

(

x√
1 + 2t

)

,
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and OW means infinitesimal in the dW sense. The reason is that the found estimate
on the speed of convergence does not depend on the reduced parameter χ, but only on
the variables rescaling, and the change of variables restores back exactly the factor
et due to the scaling properties of dW [49, 22]. This result should be improved as
seen from the numerical experiments below and it is an open problem how to get a
faster speed of convergence in the scaled equation leading to a polynomial decay in
original variables. In fact, we conjecture that if we fix the centre of mass then the
rate on convergence of the solution to the stationary solution in rescaled variables is
of order e−2t. This fact coincides with other situations as in nonlinear diffusions in
which fixing certain invariants of the equation improves the rate of convergence [24].
Certainly the situation is close to the heat equation for small mass solutions [27].

In the next subsections, we will show some numerical experiments for the PKS
equation using the scheme (4.3). We begin with the sub-critical case χ = π (re-
mind that in dimension one the critical parameter is χc = 2 π) for the not rescaled
(Section 4.2.1) as opposed to the rescaled system (Section 4.2.2). We next approach
the critical parameter plugging χ = 1.8π, and initialise the scheme with a two-peaks
density n0 (resp. Sections 4.2.3 and 4.2.4). We then investigate the upper-critical
case starting with respectively a single peak (Section 4.3.1), two symmetric peaks
attracting each other (Section 4.3.2) and two asymmetric peaks (Section 4.4).

In the following, we assume a uniform in space discretisation wi = ih, i = 0 . . .N ,
and Nh = 1.

4.2. Sub-critical case.

4.2.1. Not rescaled case. Starting with the centred initial data,

V i
0 = 2

wi − 0.5

[(wi + 0.01) (1.01− wi)]
1/4

,

corresponding to a compact supported density n0, we numerically solve the PKS
equation on the time interval [0, 400] with χ = π. Figures 4.1 and 4.2 show the
evolution of the solution both for the density (Fig. 4.2) and its inverse distribution
function (Fig. 4.1).

Observe in Figure 4.1 that the branches of the inverse cumulative function V
goes eventually to ±∞. This is expected because the support of the cell density
spreads as time goes on, and therefore the distribution tails are wider. Remind that
in the sub-critical regime, the diffusion process dominates. The scheme captures
well the collapse down to zero of the cell density and the spreading of the solution.
Interestingly, this scheme handles easily with moving density’s support (note that
finite speed of propagation is a numerical artifact) whereas the reference domain [0, 1]
is fixed because we deal with probability densities (mass is conserved).

Moreover, the spreading towards zero seems to be polynomial from Figure 4.3
showing the evolution of the L2-norm of the cell density in log-log scale. The entropy
decay is plotted in Figure 4.4.

4.2.2. Rescaled variables: χ = π. Given the compactly supported initial data,

V i
0 = 2

wi − 0.5

[(wi + 0.01) (1.01− wi)]
1/4

,

we numerically solve the PKS equation in rescaled variables on the time interval [0, 5]
with χ = π (corresponding results are shown in figures 4.5 and 4.6, 4.7 and 4.8).
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Figure 4.1. Inverse cumulative distri-
bution function for χ = π. Note that the
initial data seems to be flat relatively to the
very large scale on the V−axis, as opposed
to Figure 4.5.
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Figure 4.2. Cell density n as time
evolves, obtained from its inverse cumu-
lative distribution function. Accordingly
to Figure 4.1, the space scale is also
very large, and therefore the density seems
highly concentrated at t = 0.
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Figure 4.3. L2-norm’s evolution for
the cell density n, in a log− log scale. The
decay appears to be polynomial.
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Figure 4.4. Evolution of the entropy
S [n] showing slow decay.
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Figure 4.5. Fast convergence towards
the stationary solution for χ = π and
rescaled variables.
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Figure 4.6. Evolution of the corre-
sponding cell density n.
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Contrary to previous Section 4.2.1, we observe an exponential convergence to-
wards the stationary solution (see Figures 4.5 and 4.7). When computing the Wasser-
stein distance between the density at time t and the expected stationary solution (last
computed time), we find out that the convergence is faster than e−t (Figure 4.7) ob-
tained in Proposition 4.3. This confirms the open problem of trying to find a better
decay rate in scaled variables that will eventually lead to a polynomial decay rate
towards self-similarity in original variables for sub-critical masses.
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Figure 4.7. Wasserstein distance be-
tween the density at time t and the final
computed density assumed to be almost the
stationary solution. Dash-line: decay rate
proved in Proposition 4.3.
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Figure 4.8. Evolution of the entropy.

4.2.3. Rescaled variables: χ = 1.8π. Given the compactly supported initial
data,

V i
0 = 2

wi − 0.5

[(wi + 0.01) (1.01− wi)]
1/4

,

we numerically solve the PKS equation in rescaled variables on the time interval
[0, 5.5] with χ = 1.8π. Figures 4.9 and 4.10 show the evolution of the solution.
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Figure 4.9. Cumulative distribution
function V for the sub-critical case χ =
1.8π < χc.
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Figure 4.10. Evolution of the cell den-
sity n.

The initial data is the same as in Section 4.2.2 but χ is closer to the critical
parameter χc. The solution again converges exponentially to the stationary solution
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(see Figures 4.9 and 4.10). According to Proposition 4.3, the rate of convergence is at
least the same as in Section 4.2.2, compare Fig. 4.11 to Fig. 4.7 and the slope are the
same (of order e−2t). On the other hand, the equilibrium state is more concentrated
(Fig. 4.10), corresponding to a flat plateau in Fig. 4.9, as we expect it converges to a
Dirac mass.
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Figure 4.11. Wasserstein distance be-
tween the density at time t and the final
computed density assumed to be almost the
stationary solution. Dash-line: decay rate
proved in Proposition 4.3.
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Figure 4.12. Evolution of the entropy.

4.2.4. Two peaks initial data. Initialise with the centred cumulative distri-
bution function,

V i
0 =

exp [10 (wi − 0.5)]− 1

[(wi + 0.01) (1.01− wi)]
1/4

,

corresponding to a two-peaks like density with compact support. We numerically
solve the PKS equation in rescaled variables on the time interval [0, 5] with χ = π.
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Figure 4.13. Cumulative distribution
function V for χ = π and a two-peaks ini-
tial condition.
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Figure 4.14. Cell density n.

Whereas the parameter χ is the same as in Section 4.2.2, the initial data is qual-
itatively different. The two peaks diffuse, eventually merging and finally converging
to the stationary solution with exponential speed (see Figures 4.13 and 4.14). Let
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us finally mention that the numerical scheme does not preserve the exact value of
the critical mass. The scheme does not preserve the law of evolution of the second
moment. However, with the same initial data as in the first two subsections, the
numerical critical mass is situated between 1.973π and 1.974π.

4.3. Super-critical case.

4.3.1. Single peak initial data. Given the compactly supported initial data,

V i
0 = 2

wi − 0.5

[(wi + 0.01) (1.01− wi)]
1/4

,

we numerically solve the PKS equation in original variables on the time interval
[0, 0.32] with χ = (5/2)π. Note that in the upper-critical case, the variables’ rescaling
seems to play no role.
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Figure 4.15. Cumulative distribution
function V for χ > χc. The solution blows-
up exhibiting a plateau in finite time.
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Figure 4.16. Cell density n. We ob-
serve blow-up in finite time.

The solution blows-up in finite time (either a flat portion or a highly concentrated
region appears, resp. Figure 4.15 and Figure 4.16). Visualised in Wasserstein distance
(namely the square root of the second momentum), the convergence to the Dirac mass
located at zero seems to be linear in time (see Figure 4.17) as it should be from the
theoretical viewpoint. However the computed distance does not reach zero in finite
time. This is not surprising, because when blow-up occurs, part of the mass is still
away from the blow-up point (here, zero). In order to see some vanishing distance,
one can normalise the process in the following away: localise the Wasserstein distance
in the transport variable (L2−distance for the cumulative distribution function), to
capture only the final plateau. This plateau is a priorily known from the beginning
because it is entirely determined by the ratio χc/χ. However this does not provide any
new insight of what happens after blow-up, and it is known from theoretical works
that the behaviour highly depends upon the regularisation procedure [47, 48, 26].

Interestingly, numerics are able to track the blow-up phenomenon quite precisely,
without mesh refinement. Indeed, if the space step is even uniform, the number of
space points at the density level adapt to the highly concentrated (blow-up) regions,
corresponding to plateaus (compare Figure 4.15 and Figure 4.16). This is the coun-
terpart of the ’moving support’ observed in Section 4.2.1.
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Figure 4.17. Wasserstein distance to
the Dirac mass at zero δ0. Blow-up occurs
previously, and part of the mass has not
yet reached zero at this time.
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Figure 4.18. The variation of the en-
tropy S [n] seems to blow-up.

4.3.2. Two symmetric peaks: case χ = 3 π. Given the compactly supported
initial data,

V i
0 =

exp [10 (wi − 0.5)]− 1

[(wi + 0.01) (1.01− wi)]
1/4

,

we numerically solve the PKS equation in original variables on the time interval [0, 1.3]
with χ = 3 π.
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Figure 4.19. Cell density n for χ = 3π
and two initial peaks.
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Figure 4.20. Zoom of Figure 4.19. Be-
cause both two peaks do not contain enough
mass to blow-up far from each other, they
first merge, then the solution blows-up.

The factor χ is super-critical but is less than 2χc. Then, according to the conjec-
tures in [46, 47, 48] there should be only one blow-up point. The density first diffuses
(see Figure 4.20) and then concentrates in a delta Dirac (see Figures 4.19 and 4.21).

4.3.3. Two symmetric peaks: case χ = 5 π. Starting with the centred cu-
mulative distribution function,

V i
0 =

exp [10 (wi − 0.5)]− 1

[(wi + 0.01) (1.01− wi)]
1/4

,

28



0
0.5

1

0
0.5

1
−4

−2

0

2

4

xt

V

Figure 4.21. Cumulative function dis-
tribution function V for χ = 3π and two
initial plateaus (that is, density peaks).
The solution flattens into a single plateau.
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Figure 4.22. Evolution of the entropy.

corresponding to a two-peaks like initial density, we numerically solve the PKS equa-
tion in original variables on the time interval [0, 0.45] with χ = 5 π.
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Figure 4.23. Cell density n for two
initial peaks and χ = 5π. As opposed to
the previous Section 4.3.2, each peak con-
tains enough mass to blow-up itself.
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Figure 4.24. Cumulative distribution
function V . Two distinct plateaus may ap-
pear when χ is above twice the critical pa-
rameters χc.

The initial condition is the same as in Section 4.3.2 but χ is now bigger than 2χc.
The blow-up occurs in two different points (see Figures 4.23 and 4.24).

4.4. Two asymmetric peaks. Given the compactly supported initial data,

V i
0 =

exp [10 (wi − 0.45)]− 1

[(wi + 0.01) (1.01− wi)]
1/4

,

we numerically solve the PKS equation in original variables on the time interval [0, 1.1]
with χ = 3 π. Note that the initial density is not centred, but it has no effect because
proposition 4.3 does not hold in this case.

When the parameter is between the critical parameter χc and twice the critical
parameter 2χc, if the peaks are asymmetric the blowup occurs at the centre of mass
which is closer to the highest peak. The peaks diffuses and then the density blows-up
at the centre of mass (see Figures 4.25 and 4.26).
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Figure 4.25. Cumulative distribution
function V when χ ∈ (χc, 2χc), and initial
data is a two-peaks like density.
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Figure 4.26. Evolution of the cell den-
sity n.
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