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Abstract

Possibilistic logic is a weighted logic used to repre-
sent uncertain and inconsistent knowledge. Its se-
mantics is often defined by a possibility distribu-
tion, which is a function from a set of interpreta-
tions to a totally ordered scale. In this paper, we
consider a new semantic characteristics of knowl-
edge bases in possibilistic logic (or possibilistic
knowledge bases) by a generalized notion of propo-
sitional prime implicant, which we call prioritized
prime implicant. We first consider several desirable
properties of a prioritized prime implicant for char-
acterizing possibilistic knowledge bases. Some ex-
amples show that existing generalizations of prime
implicant in possibilistic logic do not satisfy all of
these properties. We then provide a novel defini-
tion of prioritized prime implicant, which is a set
of weighted literals that may be inconsistent. We
show that the prioritized prime implicants satisfy
all the desirable properties. Finally, we discuss the
problem of computing prioritized prime implicants
of a possibilistic knowledge base.

1 Introduction

Possibilistic logic [Dubois et al., 1994] or possibility the-
ory offers a convenient tool for handling uncertain or prior-
itized formulas and coping with inconsistency. At the syn-
tactic level, it is a weighted logic which attaches to each
formula with a weight belonging to a totally ordered scale,
such as [0, 1], where the weight is interpreted as the cer-
tainty level of the formula. A possibilistic knowledge base
is a set of weighted formulas. At the semantic level, it is
based on the notion of a possibility distribution, which is a
mapping from the set of interpretations €2 to interval [0,1].
In the last 20 years, possibilistic logic plays an important
role in knowledge representation and reasoning. It has been
shown in [Dubois and Prade, 1991] that necessity measures
defined over formulas in possibilistic logic is actually the nu-
merical counterparts of epistemic entrenchment relations de-
fined in belief revision [Gardenfors, 1988]. Because of this
correspondence, many revision operators or merging opera-
tors have been proposed in possibilistic logic, such as those
in [Dubois and Prade, 1992; Benferhat et al., 2002b; 2002a;
Benferhat and Kaci, 2003; Qi et al., 2004; Qi, 2007].
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The notion of prime implicants (or its dual notion called
prime implicates) has been widely investigated in classi-
cal logic. It plays an important role in automated rea-
soning, knowledge compilation [Cadoli and Donini, 19971
and consequence finding [Marquis, 2000]. Prime impli-
cants have also been to define revision operators or merg-
ing operators in propositional logic [Marchi er al., 2010;
Marchi and Perrussel, 2011]. In [Qi et al., 2010], the au-
thors generalize the notion of prime implicants to possibilistic
logic, called weighted prime implicants, and define measures
of conflict and agreement between two possibilistic knowl-
edge bases using weighted prime implicants. They also ap-
ply weighted prime implicants to define merging operators
in possibilistic logic in [Liu ez al., 2006]. However, the def-
inition of weighted prime implicants is problematic. It has
been shown in [Qi and Wang, 2012] that weighted prime im-
plicants cannot be used to characterize a possibilistic knowl-
edge base. That is, it is not the case that a possibilistic for-
mula can be inferred from a possibilistic knowledge base if
and only if the formula can be inferred from the disjunc-
tion of all weighted prime implicants of the knowledge base.
Even worse, there may exist a possibilistic knowledge base
that does not have any weighted prime implicants. A modi-
fied definition of weighted prime implicants is then given in
[Qi and Wang, 2012] that satisfies some desirable properties
falsified by the previous definition. However, the weighted
prime implicants defined in [Qi and Wang, 2012] still cannot
be used to characterize a possibilistic knowledge base.

In this paper, we provide a novel definition of prime forms
in possibilistic logic, called prioritized prime implicants. Un-
like existing definitions of a (weighted) implicant, a priori-
tized implicant is a set of weighted literals that may be in-
consistent. To define a prioritized implicant, a paraconsistent
consequence relation for a set of weighted literals is given. A
prioritized prime implicant is then defined as a prioritized im-
plicant that is minimal w.r.t. a lexicographic order. We show
that the prioritized prime implicants can be used to character-
ize a possibilistic knowledge base and satisfy some other de-
sirable properties. Finally, we discuss the problem of comput-
ing prioritized prime implicants of a possibilistic knowledge
base. Our method for computing prioritized prime implicants
is a modification of the method for computing weighted prime
implicants given in [Qi et al., 2010]. The main difference
is that the modified method computes prioritized prime im-
plicants, which may be sets of inconsistent weighted literals
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but the original method does not generate a set of inconsis-
tent weighted literals. We show that the modified method is
syntax-independent and can compute all the prioritized prime
implicants of a possibilistic knowledge base.

The rest of the paper is organized as follows. In Section
2, we introduce some basic notions of propositional logic and
possibilistic logic. We then discuss the problems of existing
definitions of prime forms in possibilistic logic in Section 3.
After that, we give a new definition of prime forms in possi-
bilistic logic in Section 4. Finally, we conclude this paper in
Section 5.

2 Preliminaries

2.1 Propositional logic

We consider a propositional language £pg defined from
a finite set of propositional variables (also called atoms) P.S
and the usual connectives. Formulas are denoted by Greek
letters ¢, v, ... The classical consequence relation is de-
noted as k.. An interpretation is a total function from P.S
to {true, false}. The definition of an interpretation can be
extended to formulas in a standard way. An interpretation
is a model of a formula if it assigns truth value true to the
formula. A knowledge base K is a finite set of propositional
formulas. An interpretation is a model of a knowledge base
if it satisfies all the formulas in it. K is consistent if it has
a model. Two knowledge bases K and K are equivalent,
denoted K1=K,, if they have the same set of models.

A literal is either an atom or the negation of an atom. Let [
be a literal, we denote by [ the complement of [. A clause C
is a disjunction of literals: C = [ V...Vl, and its dual clause,
or term D, is a conjunction of literals: D = [1A...Al,. A
term D is an implicant of formula ¢ iff DF,¢ and D does
not contain two complementary literals. A prime implicant
of knowledge base K is an implicant D of K such that for
every other implicant D’ of K, DV,D’ [Quine, 1959] (or
equivalently D’ ¢ D).

2.2 Possibilistic logic

We introduce the syntax of possibilistic logic [Dubois et
al., 1994]. A possibilistic formula is a pair (¢, a), where ¢ is
a propositional formula and a € [0, 1]. A possibilistic literal
is a pair (I,a), where [ is a literal and a € [0, 1]; a possi-
bilistic term is a set of possibilistic literals. In this paper, we
assume that there do not exist two pairs (I, a) and (I, b) such
that a # b in a possibilistic term. The uncertain or prioritized
pieces of information can be represented by a possibilistic
knowledge base which is a finite set of possibilistic formulas
of the form B = {(¢;, a;) : i = 1,...,n}. The classical base
associated with B is B* = {¢;|(¢:, a;) € B}. A possibilis-
tic knowledge base B is consistent iff its classical base B* is
consistent.

The semantics of possibilistic logic is based on the no-
tion of a possibility distribution m which is a mapping from
the set of interpretations to interval [0,1]. The possibility
degree m(w) represents the degree of compatibility (resp.
satisfaction) of w with the available beliefs about the real
world. From a possibility distribution T, the necessity de-
gree of formula ¢ is defined as N (¢) = 1 — I, (—¢), where
I (¢) = max{n(w) : w € Q,w = ¢}. The interpretation of
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a possibilistic formula (¢, a) is that the necessity degree of ¢
is at least equal to a, i.e. N(¢) > a.

Definition 1. Let B be a possibilistic knowledge base,
and a € [0,1]. The a-cut (resp. strict a-cut) of B is
B>, {p:€B*|(¢i,b;)€B and b;>a} (resp. Bs, =
{:€B*|(¢:,b;)€B and b;>a}).

There are two entailment relations in possibilistic logic.

Definition 2. Let B be a possibilistic knowledge base. A
possibilistic formula (¢,a) is a weak possibilistic conse-
quence of B, denoted by B & (¢,a), if a > Inc(B), where
Inc(B) = maz{a; : B>q, is inconsistent} and B>, 1.
A possibilistic formula (p,a) is a possibilistic consequence
of B, denoted B t, (¢, a), if (i) B>, is consistent; (ii)
Bza Fr ¢,‘ (iii) Vb>a, BZb |7/[; ¢

Two possibilistic knowledge bases B and B’ are said to be
equivalent, denoted by B =, B',iff Va € [0,1], B>,=B.,.

The disjunction of two possibilistic terms is defined in
[Qi and Wang, 2012] as follows: D; V Dy = {({; V
I3, min(ai, b;))|(liya;) € D1, (I}, b;) € Da}. Since V is as-
sociative and commutative, the ({isjunction of more than two
possibilistic terms can be easily defined.

3 Problems with Existing Definitions

In this section, we introduce the definitions of weighted
prime implicants of a possibilistic knowledge base defined in
[Qi et al., 2010] and [Qi and Wang, 2012] and discuss their
problems.

Let B = {(¢1,0a1), ..., (pn,an)} be a possibilistic knowl-
edge base where each ¢; is a clause!. In [Qi et al., 2010],
a weighted implicant of B is a possibilistic term D
{(¥1,b1), ..., (Y¥k, bi)}, such that D +, B, where 1); are lit-
erals such that no two complementary literals exist. Let D
and D’ be two weighted implicants of B, D is said to be sub-
sumed by D', denoted as D <, D', iff D#D’, D"*CD* and
for all (¢;, a;)€D, there exists (¢, b;)€D’ with b;<a; (b; is
0if ¢; € D* but¢p; € D'™). The relation <, is used to
compare two weighted implicants. A weighted prime impli-
cant of B is a weighted implicant B that is not subsumed by
any other weighted implicant of B. Formally, we have the
following definition.

Definition 3. A weighted prime implicant (WPI) of B is a
weighted implicant of B such that there does exist another
weighted implicant D' of B such that D is subsumed by D’.

It has been shown in [Qi and Wang, 2012] that WPIs do
not satisfy the following two desirable properties:

Property 1: for any consistent possibilistic knowledge
base, it has at least one consistent WPI.

Property 2: for any consistent possibilistic knowledge

base B and any formula ¢, B* = ¢iff v Di ¢
ase B and any formula ¢ ¢i D,eWPI(B) ° 0

To see why Property 1 is violated, let us consider B =
{(pVq,0.8),(p,0.7),(¢,0.7)}. To infer (pV ¢, 0.8), any WPI
D under previous definition should contain either (p,0.8) or
(¢,0.8). If it contains (p,0.8), then we do not have D +,

'A possibilistic formula of the form (¢1 A ... A ¢n,a) can be
equivalently decomposed into a set of formulas (¢1,a),...,(¢n, a)
due to the min-decomposability of necessity measures.
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(p,0.7). If it contains (g, 0.8), we do not have D F (¢q,0.7).
Thus, there is no WPI for B. This example also shows that
Property 2 is violated.

In [Qi and Wang, 2012], the authors redefine the notion of
weighted implicant based on the weak possibilistic inference.
A weak weighted implicant of a possibilistic knowledge base
B is a possibilistic term D = {(I1,b1), ..., (Ix, bg) }, such that
D + B such that no two complementary literals exist. To de-
fine their notion of WPIs, they simply replace weighted im-
plicants in the definition of WPI given in [Qi ef al., 2010]
by weak weighted implicant. The following proposition from
[Qi et al., 2010] shows that Property 2 holds for the new def-
inition.

Proposition 1. B* - ¢ iff DieV}//PI(B) D= ¢.

Unfortunately, this definition does not satisfy the following
property, which states that WPIs should be used for compiling
a possibilistic knowledge base [Qi and Wang, 2012].

Property 3: for any consistent possibilistic knowledge
base B, B =, Y,

D;EWPI(B)

Example 1. [Qi and Wang, 2012] Consider B {(qg v
r,0.9), (-r,0.8)}. Any WPI D of B must include (—r,0.8),
thus q must appear in it. Since D can infer (qVr,0.9), it must
contain (q,0.9). Thus D . (q,0.9) and D is the only WPI
of B. However, we can check that B -, (¢,0.8).

4 Prime Forms in Possibilistic Logic

In this section, we define our notion of prime implicants in
possibilistic logic and discuss its properties.

4.1 Prioritized prime implicant

As previously shown, none of the existing definitions of
weighted prime implicants can be used to compile a possi-
bilistic knowledge base. Consider again Example 1: 7 is not
allowed to be in any WPI of B because —r must belong to
all “reasonable” WPIs of B. This enforces that (g, 0.9) is in-
ferred. Complying to Property 3 entails that there must exist
a WPI of B which contains (r,0.9). This will then force us to
consider D = {(r,0.9), (—,0.8)} as a WPI of B. Now, the
question is, since {(r,0.9), (—r,0.8)} is inconsistent, what
will be its logical consequences? It is clear that we can-
not use possibilistic inference as (—r,0.8) will be blocked.
Based on our previous discussion, we know that both (r, 0.9)
and (—r,0.8) should be inferred from D. Thus, a paracon-
sistent semantics should be considered here. This semantics
should lead to infer (¢ V r,0.9) and also (—r, 0.8) from term
D = {(r,0.9),(—r,0.8)}. Clearly, it means that as we use
pair (—r,0.8) € D to infer —r with value 0.8, we should not
consider (r,0.9). In more formal terms, the paraconsistent
semantics is defined by a paraconsistent a-cut as follows.

Definition 4. Let D be a possibilistic term. The paraconsis-
tent a-cut of D is

Dso = {l|(1,b) € D,b>a, A (I°V) € Dst. a<b <b}

A possibilistic formula (¢, a) is a consequence of D, denoted
as D tp (¢,a) if Dro - (¢, ).
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Our definition of a paraconsistent a-cut modifies the defi-
nition of a a-cut by considering inconsistent terms. The idea
is that, suppose ! and [ both appear in D>, with ({,b) € D
and (I¢,b') € D, where b/ > b, then [° should not be in-
cluded in the paraconsistent a-cut Dy;. Note that [€ is in-
cluded Dy, so it is used to infer formulas whose weights
are equal to b’. Consider again Example 1 and term D =
{(r,0.9), (—r,0.8)}. It is the case that D Fp (¢ V r,0.9)
since Dyg.9 = {(r,0.9)} and D Fp (—r,0.8) since Dwg.g =
{(=r,0.8)}.

We then get a new definition of implicant form of a possi-
bilistic knowledge base by generalizing the definition of im-
plicant in propositional logic. To avoid confusion of the no-
tations, we call it a prioritized implicant.

Definition 5. A prioritized implicant of a possibilis-
tic knowledge base B is a possibilistic term D
{(l1,b1), ..., (Ig, b}, such that D Fp (¢,a) for all (¢,a) €
B, such that there does not exist two complementary literals
with the same weight.

According to the definition, a prioritized implicant can be
an inconsistent set of possibilistic literals. However, there
does not exist a pair of conflicting literals in the form of [ and
¢ with the same weight. This requirement is important for
two reasons. First, if there are two conflicting literals with
the same weight a, then they both will be included in the
paraconsistent a-cut set. Thus, the inference of the a-cut is
trivialized. Second, if this requirement is violated, then the
notion of prioritized implicant is not reduced to the notion of
implicant.

Example 2. (originally from [Qi and Wang, 2012]) Suppose
there are four atoms p, q, r and s, where

e p represents “red light is on”
e ( represents “green light is off”
e 1 represents “press the button”
e s represents “yellow light is on”

Suppose we have a possibilistic knowledge base

B = {(-¢ = r08),(p = —r0.7),(q,0.7),(-s —
—r,0.6)} that consists of three uncertain rules.
Then D = {(¢q,0.8), (—p,0.7), (s,0.6)} and
D' = {(q,0.8),(—p,0.7),(—r,0.7)} are two prioritized

implicants of B.

We now generalize the notion of prime implicant. To de-
fine the notion of prioritized prime implicant, we need to take
into account of the weights associated with literals. We first
stratify the prioritized implicants, and define a lexicographic
ordering over prioritized implicants: the intuitive idea is that
literals with the highest values should be considered at first.
A stratified set A is the union of sets A; U .... U A,, such
that any two elements in A; have the same priority and every
element in A; has higher priority than every element in A;
with ¢ < j. For two stratified sets A = A; U ... U A,, and
B = By U...U B, lexicographic ordering is defined as:

A <., B iff (i) there exists ¢ such that A; C B;
and (ii) forall 1 < j < 4, A; = B;. We write
A <jep Biff A <je, Bor A= B.
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We consider set inclusion instead of cardinality to define the
lexicographic ordering. This is because set inclusion is used
to compare two implicants in propositional logic.

Let us now stratify prioritized implicants. Suppose b;, i =
1,...,m are all the distinct weights appearing in B such that
b1 > by > ... > b, and D a prioritised implicant of B. Then
D=5 USU..US, where S; = {l : (l,bz) € D}
Based on this stratification step, we now define prioritized
prime implicant (PPI).

Definition 6. A prioritized prime implicant D of B is a prior-
itized implicant of B such that there exists no other prioritized
implicant D' of B, D' <., D. We denote by PPI(B) the
set of all the PPIs of B.

Example 3. (Example 2 continued) D is stratified as
Ay U Ay U Az, where Ay {(—q,0.8)} As
{(-p,0.7),(¢,0.7)} and As = {(s,0.6)} and D’ is strat-
ified as By U By U B3, where By = {(—¢,0.8)}, By =
{(-p,0.7),(¢,0.7), (—r,0.7)} and Bs = &. Since A1 = By
and Ay C B, we have D <., D'. In fact, D is a prioritized
prime implicant of B.

4.2 Properties of prioritized prime implicants

Let us characterize the behaviour of prioritized prime im-
plicant. The first proposition shows that PPIs reduced to
propositional prime implicants when the knowledge base is
flat, i.e., every formula in it has weight 1.

Proposition 2. Suppose B = {(¢;,1) : i = 1,...,n} then for
any D € PPI(B), D* is a prime implicant of B*.

Proof. Since all formulas have the same weight, each prior-
itized implicant cannot contain two complementary literals.
Thus, the definition of prioritized implicant is reduced to the
definition of implicant of a classical knowledge base. Sim-
ilarly, since all formulas have the same weight, the lexico-
graphic ordering is reduced to the ordering defined by set in-
clusion. Thus, the definition of prioritized prime implicant is
reduced to the definition of prime implicant. O

The next proposition shows that for any consistent possi-
bilistic knowledge base, there exists at least one consistent
prioritized prime implicant. It enforces Property 1. This prop-
erty is a key one since PPI definition tolerates inconsistency.

Proposition 3. Let B be possibilistic knowledge base. There
exists a consistent prioritized prime implicant A € PPI(B)
iff B is consistent.

Proof. Suppose A is a prime implicant of B*. Let B=F =
{(¢,a) € B : a = by}. We first find a minimal subset A4; of
A such that (B=1)* is inferred. We then attach weight b; to
all literals in A;. We then find a minimal subset A5 of A\ A
such that A; U A5 can entail (B=2)*, and we attach weight by
to literals in Ao, and so on. It is easy to show that D obtained
in this way is a prioritized prime implicant of B.

Conversely, suppose B is consistent. By Proposition 2,
there is a prime implicant of B* and from it we can construct
a prioritized prime implicant of B which is consistent. U

Finally, we show that Property 2 and Property 3 also hold:
PPI can be used to compile a possibilistic knowledge base.
We first show that a-cut concept behaves soundly for PPIL.
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Lemma 1. For any possibilistic knowledge base B, we have
B>, =V{(D;)>a|D; € PPI(B)} forany a € [0,1].

Proof. For any D; € PPI(B), we show (D;)>q F (B>a)*.
Suppose (D;) >, is inconsistent, then this trivially holds. Oth-
erwise, since D; Fp (¢,b) for all (¢,b) € B, and (D;)>, =
(Di)jaa we have (Di)za = Bza. So v{(Di)2a|Di S
PPI(B)} - B>,.

Conversely, for any prime implicant A of B>, by Propo-
sition 1 and Proposition 3, we can construct a prioritized prim
implicant D of B such that A = D>,. Thus A - D>, It fol-
lows that A - V{(D;)>4|D; € PPI(B)}. This completes
the proof. [

The consequence is that any conclusion from a possibilistic
KB B can also be inferred from its prime form (and vice-
versa).

Theorem 1. For any consistent possibilistic knowledge base

B, B =, V
D;ePPI(B)

Proof. We need to show that B>, = ( D;)>, for

V
D;ePPI(B)
any a € [0,1]. By Lemma 1, we only need to show that

f D;)>q = VI(D;)>a|D; € PPI(B)} f
or(Dierpl(B) i)2a = V{(Di)2a| Ds € (B)} for any

a € [0,1]. Assume that PPI(B) = {D,...,D,}.

Suppose ¢ € (DveP\éI(B)Di)Za’ then there exists

(li,a;) € D;suchthat ¢ =11 V...VI, and min(ay, ...,a,) >
a. Soa; > a forall i. Thus {; € (D;)>, and ¢ €
V{(D;)>a|D; € PPI(B)}.

Conversely, suppose ¢ € V{(D;)>q|D; € PPI(B)}, then
there exists [;in(D;)>q such that ¢ =13 V ... V I, (I;,a;) €
D; and a; > a. So min(ay,...,a,) > a. It follows that

V D). O
¢€(DiePP1(B) )

4.3 Computing prioritized prime implicants

Let us now detail how we can transform a possibilistic
KB in a set of PPIs. The key idea is to proceed in an in-
cremental way as in [Qi et al., 2010]. Given a possibilistic
KB B = {(¢i,a) : i = 1,...,n} and a possibilistic term D
such that the weight of any literal in D is greater than a, a
possibilistic term D’ (liya) : i =1,n} is said to be a D-
extended prioritized implicant of B if DU D' bp (¢;,a), for
any (¢;,a) € B. We further say that D’ is a D-extended PPI
of Bif D’ is a D-extended implicant of B, and there does not
exist another D-extended implicant of B such that D" C D.

Let BXF = {(¢,br) € B:a > bi} and B=F = {(¢,a) €
B : a = b;}. We give a method for computing all the PPIs
of B. The procedure works as follows. We first compute
all the @-extended PPIs of prime implicants of B=!. This
is achieved by computing all the prime implicants of (B=1)*
and attach weight b to every literal in any of such prime im-
plicant. Then, for each obtained @-extended PPI D of B=t,
we compute all the D-extended PPIs D’ of B2, and so on.
Let BSF = {(¢,a) € B : a > by}. Weuse PI-Ext(B<F)to
denote the set of all potential prioritized prime implicants of
B=F for k < m obtained by the k step of the above method.
Formally, we define PI-Ext(B=<F) as follows.

Definition 7. PI-Ext(B=<*) is defined by induction as:
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1. PI-Ext(B=') = {D|D* is a prime implicant of B~
and every literal in D is attached with weight by };

2. PI-Ext(B=F) {D1 U Dq|D;
PI-Ext(B<*~1) and D, is a D;-extended prime
implicant of B=*} for k > 1.

Note that it is necessary to consider B=*~1 instead of
B=*=1 when we define PI-Ext(B<¥). Otherwise the
method is not syntax-independent. Consider B = {(q V
r,0.9), (—r,0.8)} and B’ = {(¢Vr,0.9), (—r,0.8), (q, 0.8)}.
It is easy to check that B and B’ are equivalent ac-
cording to the possibilistic inference. There are two O-
extended PPIs of B=!, iee., D; = {(¢,0.9)} and Dy =
{(r,0.9)}. So PI-Ext(B=') = {Dy, Ds}. Clearly, PI-
Ext(B'=') = {Dy,Dy}. The Dj-extended PPI of B=2
(resp. B'=2)is {(—r,0.8)} (resp. {(—r,0.8)}) and the Ds-
extended PPI of B=2 (resp. B'=?) is {(-r,0.8)} (resp.
{(-7,0.8), (q,0.8)}). That is, the Dy-extended PPI of B=2
and the Ds-extended PPI of B’=2 are different. Instead, the
Ds-extended PPI of B=? and the Ds-extended PPI of B=2
are both {(—r,0.8), (¢,0.8)}. Formally, we have the follow-

ing result showing that PI-Ext(B<F) is syntax-independent.

Proposition 4. Suppose B =, B’ and there are n distinct
weights appearing in B. For each 1 < k < n, we have PI-
Ext(BSF) = PI-Ext(B'SF).

The proof of Proposition 4 is easy to see because B =; B’
infers that B=F =, B'=F,

The following proposition shows that the above method ac-
tually computes all the prioritized implicants of B. We denote
by PPI(B=F) the set of all the prioritized prime implicants
of B=Fk,

Proposition 5. For any possibilistic term D, D € PI-
Ext(B=F) iff D € PPI(B=F).

Proof. For the “Only if” direction. We show it by induction
over k.

When k = 1. Suppose D € PI-Ext(B~!). Then D* is
a prime implicant of (B=1)*. Thus, D is a prioritized prime
implicant of B=!.

Assume that the proposition holds for k¥ — 1. Suppose
D € PI-Ext(BSF). Then D = D; U Dy, where D; €
PI-Ext(B=*~1) and Dy is a D;-extended prioritized prime
implicant of BZ*. Since D; € PI-Ext(B<F~1), by as-
sumption, D; € PPI(B=<*~1). Thus, Dy Fp (¢,a) for all
(¢,a) € BSF=1. Since D € PI-Ext(B<F), D p (¢, bx)
for all (¢,by) € B=*. So D Fp (¢,a) forall (¢,a) € BSF.
That is, D is a prioritized implicant of BS*. Assume D ¢
PPI(B=*). Then there exists D' € PPI(B=¥), such that
D’ <jex D. Suppose D (resp. D’) is stratified as S1U...US,
(S1U...US)) as in Definition 5. Then there exists 4 such that
S; C S;and S = S forall j < i. ican only be k as
Dy € PPI(B=F1). Thus S} C Sy and S; = S for all
j < k. This means D’ = Dy U D5, where (D5)* = S}, and
the weight of literals in DY, is equal to the weight of literals in
Ds. We have Dy, C Dy. However, D’ € PPI(B=*) implies
that D' Fp (¢,by) for all (¢,b,) € B=F. This contradicts
the fact that D € PI-Ext(B<*) as D), C Ds.
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For the “If direction”. We also show it by induction over k.

For k = 1. Suppose D € PPI(B=!). Then D* is a prime
implicant of (B=!)*. Thus, D is a J-extended prioritized
prime implicant of B=!.

Assume that the proposition holds for £ — 1. Suppose D €
PPI(B=*). Let D = Dy U Dy, where D; = {(l,a) €
Dla > bi_1} and D2 = {(l,a) € D|a = by }. We can show
that D, is a prioritized prime implicant of B<* by induction
over k. Since D € PPI(B=F), D -p (¢,a) for all (¢,a) €
B=*. So D, is a D;-extended implicant of B=*. Suppose
on the contrary that D ¢ PI-Ext(B<F). Then we can find
a D;-extended prime implicant D), of B=F such that D), C
D,. Then Dy U D) p (¢,a) for all (¢,a) € BSF. This
contradicts with the fact that D € PPI(B=F). as D <,
D' O

This proposition also stresses up that the set of prioritized
prime implicants is unique.

Example 4. (Example 2 continued) There are three dis-
tinct weights in B. We have B=' = {(q V r,0.8)},
B=2 = {(qV 1,0.7),(=p V =1,0.7),(¢,0.7)} and B> =
{(q V 1,0.6),(—p V —r,0.6), (q,0.6), (s V =1, 0.6)}. It is
easy to see that PI-Ext(B=') = {D1, Dy}, where D, =
{(¢,0.8)} and Dy = {(r,0.8)}. Dj-extended prime im-
plicants of B=? are {(—p,0.7)} and {(-r,0.7)} and Ds-
extended prime implicants of B=? are {(—p,0.7), (¢,0.7)}
and {(-r,0.7),(g,0.7)}. So PI-Ext(B<?) = {Ds, Dy,
5, D¢}, where

D3 = {(q,0.8), (=p,0.7)},

Dy = {(q,0.8), (-, 0 )7

D5 = {(7‘,0.8),(—‘ )7(Qa0'7)}and
Dg = {(r,0.8), (—r,0. 7) (¢,0.7)}.

Finally, Ds-extended prime implicants of B=3 are
{(s 0.6)} and {(—r,0.6)}, Ds-extended prime implicants of
B=3 are {(s,0.6)} and {(—r,0.6)}, there is no Dy-extended
prime implicant of B=3 and Dg-extended prime implicant of
B=3. Thus PPI(B)=PI-Ext(B=3) = {D}, DY, Dy, DL,
DY, D¢}, where

Dé = {((LO 8), (jp70 7)7 (8 0. 6)}

Dy = {(q,0.8), (=p,0.7), (-=r,0.6)},

Dy ={(r,0.8), (-, )7((1 7),(s,0.6)} and
Dy ={(r,0.8), (=p,0.7), (¢, 0.7), (-r,0.6) }.

5 Conclusion and Future Work

In this paper, we considered the problem of defining prime
forms of a possibilistic knowledge base. Existing definitions
of prime forms of a possibilistic knowledge base are not de-
sirable because they cannot be used to recover the possibilis-
tic knowledge base. Our study shows that we have to drop
the common assumption of a prime form of a formula or a
knowledge base, i.e., a prime implicant or its generalization
is a consistent formula. We defined a prioritized implicant
of a possibilistic knowledge base as a set of weighted liter-
als that may be inconsistent and provided a paraconsistent
semantics for it. The notion of a prioritized prime implicant
is then defined by considering a lexicographic ordering. We
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show that our new definition is desirable by showing that pri-
oritized prime implicants show some desirable properties. Fi-
nally, we presented a method for computing prioritized prime
implicants of a possibilistic knowledge base.

Prime forms of a possibilistic knowledge base play an im-
portant role in knowledge management in possibilistic logic.
The have been used to define revision operators and merging
operators in possibilistic logic (see [Qi and Wang, 2012] and
[Liu et al., 2006]). However, it is nontrivial to apply our new
definition of prime forms of a possibilistic knowledge base to
define a revision operator a merging operator in possibilistic
logic. The revision operators defined in [Qi and Wang, 2012]
is based on a distance function between two weighted prime
implicants. However, a prioritized prime implicant can be
an inconsistent set of possibilistic literals, and it is not clear
how to define a distance function between two inconsistent
set of possibilistic literals. We will leave this problem as fu-
ture work.
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